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Abstract— Cloud Computing is already a successful paradigm
for distributed computing and is still growing in popularity.
However, many problems still linger in the applicaton of this
model and some new ideas are emerging to help leage its
features even further. One of these ideas is the ocld
federation, which is a way of aggregating differentclouds to
enable the sharing of resources and increase scalitly and
availability. One of the great challenges in the ddoyment of
cloud federations is Identity and Access ManagemenfThis
issue is usually solved by the creation of identitjederations,
but this approach is not optimal. In this paper, wepropose an
access control system for a highly scalable clouagderation.
The presented system is dynamic and risk-based, alling the
use of cloud federations without the need of iderti
federations. We also present results of a prototype
implementation and show that it is scalable and fleble enough
to meet the requirements of this highly dynamic and
heterogeneous environment.

Keywords- cloud computing; access control; risk; cloud
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l. INTRODUCTION

Cloud computing is a model for enabling on-deman
network access to a shared pool of computing ressyt].

It is widely adopted and provides advantages fatauers
and service providers.

As cloud computing grows in popularity, new ideasl a
models are developed to exploit even further iiscpacity,
increasing efficiency and scalability. One of thédeas is
the deployment of cloud federations [2, 3]. A cloud
federation is an association among different ClQadvice
Providers (CSPs) with the goal of sharing datarasdurces
[4].

However, to make such a scenario feasible it iessary
to develop authentication and authorization modfels
largely  distributed, dynamic and  heterogeneou
environments.

This problem is usually treated by the deploymehnt o
identity federations. An identity federation is eodel of
identity management where identity providers andise
providers share users’ identities inside a cir€heust [32].

This solution, nevertheless, is not optimal, siitEntity
federations present problems such as the neces$ity
attribute and trust agreements, interoperabilgyés and, in
practice, show limited scalability [5]. This pamdrows that
it is possible to provide authorization in cloudideations
without the need for an identity federation.

The difference between cloud federations and itienti
federations is that cloud federations are built steare
resources and identity federations are built toeshaers and
identity information.

In this paper, we propose to use a risk-based dynam
access control to enable authorization in a cledefation
without the necessity, but allowing the possibjli§ using
identity federations.

The rest of the paper is organized as follows: iSedt
presents the related work; Section Il discussesctimcept
of cloud federations; Section IV analyses dynantceas
control; Section V presents our proposal; Sectiorshows
some results and Section VIl is the conclusion.

Il RELATED WORK

There are two main kinds of work which are related
this paper: those which study cloud federations and
authorization in these scenarios and those whidpqse
dynamic access control models.

CLEVER Clouds [6, 7, 8] is a “horizontal federation
model, built on top of a component called Crossu@lo
Federation Manager (CCFM), responsible for theadiscy

0of clouds in the federation, finding the best mafon

resource requests and handling authentication.dBasehis
architecture, there is the proposal of using feddradentity
management with a third party identity providerhandle
authentication and authorization [9].

The Contrail project [10] is a framework for the
construction of cloud federations. It is built upanset of
core components: the Virtual Execution Platform PyEhe
XtreemFS and the Cloud Federation. Contrail isgapidject
funded by the European Union and is under active
development. It also uses federated identity manageand
provides support for eXtensible Access Control Mark
Language (XACML) authorization and the Usage Cdntro

4UCON) access control model.

A basic blueprint for the Intercloud is presentadil]
and [12]. In those papers the aggregate of clowgls i
envisioned based on an architecture comprised mof a
Intercloud Root, responsible for naming and trirgercloud
Gateways, responsible for enabling communicatidwéen
protocols and standards; and finally the cloudes&hpapers
propose that trust be managed by the Intercloud, Roa
configuration that is similar to an identity fedéoa.

Some challenges for access control in highly disted
environments are presented in [13], which compdhes
Attribute-based Access Control (ABAC), UCON andRis
adaptive Access Control (RAJAC) models.



The idea of using risk-based access control in dclou
computing is presented in [14], where the authtasncthis
model is adequate to solve the problems preserntaaitti-
tenancy and also that a dynamic environment resjugre
dynamic access control model. The paper presestsrario
where RAJAC is used to enforce access control antbag
tenants of a cloud, considering the risks of illegecess to
tenants' data by other tenants or by administratore
paper, however, shows only an overview of the psapand
lacks validation.

Arias et al. [15] proposed a set of metrics, orgedhiin a
taxonomy, to be used in the establishment of itenti
federations in the cloud and to handle access stsju€he
authors claim that the federated identity managémemel
is hindered by the underlying trust models that inmgspre-
established, and that the use of risk metrics ciéigate this
problem.

The main difference between our approach and
related work is the use of a risk-based accessaambdel
to enable the deployment of cloud federations withihe
need for identity federations. This proposal isadetl in
Section V, and a deeper comparison to the relata#t wvan
be found in the conclusions.

I1l.  CLOUD FEDERATIONS

clouds [18]; these studies must be extended toratael the
influences of a cloud federation.

Compliance to regulations and the definition and
fulfillment of Security Service Level Agreemente(SLAS)
are also indispensable.

One of the most important issues in the establisihizued
running of a cloud federation is Identity and Acces
Management (IAM) [28].

When in a single cloud, it is possible to use tradal
IAM procedures and authorization models to handleess
control because all of the users and resourcewiéina the
same security domain. When resources and subjeets a
scaled to a federation of clouds, neverthelessgetiee the
concern with the fact that subjects may come fradiffarent
security domain than the resource to which they are
requesting access.

To implement authorization using models such agRol

thBased Access Control (RBAC) or Attribute-Based Asce

Control (ABAC), the cloud must use information pided
by a system about a user. This information may fbe,
instance, the user's identity or attributes of ithéntity, such
as name, organizational role and date of birth.

For a cloud to trust the identity or attribute imf@tion of
a user that comes from another cloud, both clouaist share
some agreement of trust. That is why this process i

The cloud computing paradigm has reached a relativeommonly mediated by an identity federation. With

success due to its well-known advantages in sdiyabnd
cost reduction, but to enable its full potential mest step
forward towards cloud federations [16].

As seen in Section I, there are several proposéls
architectures for cloud federations in the literafibut they
all share a common goal of aggregating differenuds
through standard protocols, enabling their intéoacand the
sharing of resources available in each one. Cledérhtion
comprises services from different providers aggesén a
single pool supporting resource migration,
redundancy and combination of complementary ressuoc
services [4].

The main benefits of this new approach are an aserén
scalability, availability and interoperability. #lso helps in
reducing costs of single providers, since the vwoa#ll may
be shared among the members of the federation.

Thinking even further, there are already propogalsan
Intercloud, which is a global aggregate of clowigh as the
Internet is a global aggregate of networks [11, 17]

The establishment of cloud
challenges such as the definition of standard podoand
the migration of virtual resources among diversaviers,
but the focus of this work is in the security aspeaf the
federations, especially Identity and Access Managgm

Cloud security is a challenge, since providing
availability, integrity and confidentiality for auge number
of users and resources in an Internet-accessibieoament
is not easy. Cloud federations tend to increaseceros
because of the increase in the number of userseasodrces,
the use of different protocols and the exchangseokitive
data among providers. Issues such as governandiingu
and risk management are being actively researcloed f

Federated Identity Management (FIM), every paréioipof
the federation is expected to agree that the irdtiom
received by another participant is correct, in wikatalled a
Circle of Trust (CoT).

A problem with this approach is the fact that this
agreement requires previous negotiation, which imayan
extensive process and hinder dynamic collaboration.
Dynamic collaboration is achieved when entitiescluihiave
a need to collaborate can instantly form a fedemativithout

resourcéhe need for a previous trust agreement.

Another problem faced by identity federations i€ th
extensive number of protocols and standards, whathally
reduces interoperability. Federations tend to gggdr and
bigger and users may participate in different fatiens. All
of those facts combined lead to, in practice, aitdich
scalability of identity federations, reducing their
effectiveness in real world.

But even with the formation of identity federatioasd
the possibility of using ABAC, there are challengesbe

federations presentsonsidered. The static policies which are predefitee be

used in traditional access control models cannetpeehend
every possible access situation, because in thel dlus is

an ever changing process, with users and resolreies
deployed and deleted all the time. Static modélss,tlack
the flexibility necessary to support exceptionaliations,
which are common in military and medical applicatip
among others [19] and important for collaborationd a
information sharing [20]. Examples of these exaepl
access requests are given in the next section aed a
abundant in the literature.



IV. DYNAMIC ACCESSCONTROL

Identity and access management encompasses sev

processes related to the identification, authetiica

authorization and accountability of users in comeput

systems [21]. Authorization or access control & pinocess
through which a system guarantees that accessstsqare
validated using well-established rules. These ratesknown
as policies and the way through which the policis
enforced together with the mechanisms used
enforcement is known as an access control model.

Classical access control models are known to ptesen

problems in highly distributed and dynamic envir@mts
[13], especially scalability and flexibility limitmns and the
use of static policies [14]. Role-based models,ifistance,
lack granularity of control, because roles shareirth
permissions with every user they are attributed to.

To enable more flexible access control decisiortschv
reflect current needs for information sharing aliovafor a
secure handling of exceptional requests, dynamessc
control models were developed [22, 26, 29, 33].

In contrast with classical models, dynamic accessrol
has the characteristic of using more than predefpadicies

to compute access decisions. These models are lmsed

dynamic characteristics, which are assessed i tirea” as
the subject requests access to a resource. Chaticsesuch
as trust, context, history and risk are often utedeach
decisions, and exactly which characteristics to arsg how
to measure them is discussed in several worksZ2325,
26].

in this

There are several different approaches to riskebase

ezixgpess control, but they all share some commoarfsatFig.

presents an overview of a risk-based accessotontidel.
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Figure 1. Risk-based access control overview

The figure is based on common points found in dieer
models, and the main elements present are thecsubije
resource and the risk estimation engine.

The subject tries to access a resource by issuirrgeess
request, which is then processed by a risk estimangine
that uses all the information it deems necessacpive to a
decision. Usually there is a risk threshold defirigd the
system administrators, and if the risk is lowernthhis
threshold, access is granted. Other variations uneassk

Risk-based access control models are often usedl asyersus benefit of an access, and decide based ich wie is

“break-the-glass” mechanism, allowing for excepdion
access requests to be handled by the system niecti\edfly
than simply granting full access [13, 30].

Exceptional requests and special access are soesetim

necessary in medical and military applications, @agno
others. A well-known example is in a healthcareilitstc
where only doctors have access to patients’ hespbut in
the case of an emergency, a nurse may need tosaities
information to save a patient’s life. If this kird situation
was not predicted in any policy, either the nursm‘tvbe
able to perform his/her duty or the nurse may hemgia
doctor’'s access, which may grant a broader actessthe
necessary in this case, allowing misuse. In eitase, it
represents a greater risk to the system than ifreardic
access control system were used and the accesslcweds
were evaluated per request.

greater [31].

V. PROPOSAL

In this paper, we propose that it is possible wvjole a
way to establish cloud federations without the néed
identity federations, by using risk-based accesgroband
relying on the authentication provided by each dlothis
can increase the scalability of this model and hand
exceptional requests.

A. Cloud Federations

Fig. 2 presents an overview of the cloud fatien
architecture that we are considering. This architecis
based on the common points found in the main féidera
projects currently being developed, some of whichren

Granting special access in exceptional cases ysualfl€scribed in Section Il.

involves some form of monitoring by the systemmbty be
in the form of: obligations, which are post-congfiis that a
user must fulfill in order to keep his or her accaght [13];
a reputation system, which logs users' actions assigns
rewards and penalties to them [26]; or a marketesysin
which users have a limited amount of points thay rha
used to “buy” exceptional accesses [27].

The main application scenarios for such federatiangs
medical, military and scientific collaborations, iat require
large storage and processing capabilities, as agedfficient
information sharing. In this architecture we havee t
following components:

CloudProvider: this is the Cloud Service Provider (CSP)
itself, who provides the infrastructure over whtble virtual

Supporting this kind of access control involves an'€Sources are allocated (they are representedebsidhds in

effective logging system for posterior audit andidient
response.

the figure);

CloudManager:  responsible  for attaching a
CloudProvider to the federation. It is composedsevVeral
services that deal with users, resources, policgesyice-



level agreements, security and the CloudProviderisl and how to measure and aggregate them, as well as a
modular so that it can be attached to differentudlo threshold level for granting access to the resouand
management software just by changing one of itgcs. possible obligations that users will have to follothis file

FederationManager. responsible for coordinating the is known as a risk policy.
federation. It acts as a naming service and is also Each cloud provider must provide a set of basicrioset
responsible for message passing. with their quantification rules. Those will be ugedcreate a
baseline risk policy for the provider. This guarset that a
cloud provider is able to maintain their minimalcsety
requirements.

Each resource has its own risk policy, which maspect
what is defined in the baseline policy, but mayels&ended
to become more or less restrictive as the useredesThe
XML file of the policy must be uploaded by usersemtthey
choose to deploy a shared resource. The system rdies
generate risk policies on the fly and all the ypskicies must
follow a predefined XML schema, so that differefducls
can communicate.

If a user chooses to define a risk metric that @ n
available in the server, he/she must provide a feaythe
CSP to quantify this risk. This is done by definiagNeb
Service that will be called by the PDP upon thdwation of
the access request. The PDP will forward the acezgsest
to the Web Service, which will have to parse ipgass it

Cloud

s r‘

Users
Palicies

Figure 2. Overview of the federation and return a numeric value representing the adsocigsk
for the metric being evaluated.
B.  Access Control To handle the access request for a given resoliroé a
As shown in Fig. 2, some of the participating clemday the metrics are valued, based on the rules debyetle CSP
form identity federations among themselves. and the Web Services defined by the user. The ohose

Under the point of view of a user there are tweetypf  aggregation engine is used to reach a final ridkevarhis
clouds in this architecture: a home cloud (the 'ssmriginal ~ value is then compared to the defined threshold iéralver,
CSP) and foreign clouds (the other clouds in thierfation).  the subject is given special access.

Users can deploy and access resources in both tpes  Before granting access, however, the policy is yaeal
cloud, but access control behaves differently émhecase. in search of obligations that were defined by theruThose

When users deploy a resource in their home cloagl th obligations are stored in a system monitor, whidhwatch
may choose if it will be available for users ofdign clouds. and log every user action once the access is grante
In any case the user must upload an XACML polidg fi Fig. 3 shows an example of a risk policy file. hist
together with the resource, which will be used&&AC. example a metric for transport layer encryptionl viié

Users may also deploy resources in a foreign cioutlit  quantified, along with other metrics. They will aggregated
will automatically be available to every user ofeth based on a maximum value rule. If the final valsidower
federation. Finally, users may access resourcginhome than 10, access will be granted.

cloud or shared resources in foreign clouds. <risk-ac>
When a user tries to access a resource in theirhom <resource id='1"/>
cloud, this request is handled by a classical ABAGdel. cuser 14121/
Based on user attributes and XACML policies thetesys ‘metric-ast nane="transport layer'>

<metric>

grants or denies the requested access.

When a user tries to access a resource in a focthgidl,
the system first verifies if both clouds are in igentity
federation, in which case the access will also d&adled by
ABAC, but if there is not an identity federationtiveen
them, the “break-the-glass” mechanism is activated the

<name>Transport Layer Encryption</name>
<description>Quantifies the strength of the encryption scheme
used in the access request</description>
<guantification>https://example.con/quantify-tl-encryption
</quantification>

</metric»

risk-based access control Policy Decision Point RPx <Jmetric-sess
called. <aggregation-engine>maximm value<aggregation-engine>
The PDP is located in the cloud handling the access <risk-threshold»10</risk-threshold>
request (foreign to the requester) and the metand </risk-ac>
parameters of risk estimation are defined by the Figure 3. XML risk policy example
administrators of this cloud and the users who die
resources. Fig. 4 presents a step-by-step flow of the handtihgn

These metrics are informed in an eXtensible Markupaccess request in a foreign cloud. In this figatep 1 is the
Language (XML) file, containing definitions of risketrics  issuing of an access request from a user to agiorghared



resource (since resources that are not sharedoandsible
to foreign users). The Policy Enforcement Point RPE
receives this request and forwards it to a PDR (8)e The
PDP verifies if the user's home cloud and the fprailoud
participate in the same identity federation. Ifyttg®, then
the PDP requests the XACML policies applicable he t
resource (step 3a), the Policy Access Point (PABpands
to this request (step 4a), and the PDP retrievesdétessary
attributes from the Policy Information Point (PliR)steps
5a and 6a.

1 Access/ Polioy
fﬁeqm Enforcement | —s. Obligations—|
Point (PEP)
2.Req.| 7. Resp.
Home "‘ p
b. Request—» )
60. Aggreqated | | Fisk Engine
Risk

Cloud
N

Ja. Poliey| 4a. 6a. Attribute
request | Policy 5a. Attr. query

Obligation
Service

Policy Decision
Point (PDP)

b, Requestn( Risk Quant.
sh.Risk  (Web Service
| value

Policy Access

Paint (PAP)

Foreign Cloud
Figure 4. Access control step-by-step

Steps 3a to 6a represent a classical XACML access

control decision. However, if the user's home cland the
foreign cloud are not participants of the same ftithen
federation, the PDP will forward the access reqtest risk
engine (step 3b). This risk engine will then patse XML
risk definition file associated with the resourcel ajuantify
the metrics defined. If the quantification ruleg &cal, the
predefined functions are called, if any of the sulare
defined in a web service, then it is invoked, hgvihe
access request as a parameter (step 4b). The
quantification web service performs its role antumes a
risk value. After all of the metrics are valuedk tlisk engine
applies an aggregation rule, which is always loddie
aggregated risk is then returned to the PDP, wagds this
value to decide upon the granting of the accessastgqonce
again based on what is defined in the XML file. ekft
reaching a decision, the PDP returns it to the Rihch
applies the necessary obligations.

The dynamic nature of access control is preserthén
system because the access decision may vary acgoali
contextual information evaluated by the metrics.

VI. RESULTS

Il

The infrastructure over which the federation was
deployed was composed of two OpenNebula cloudsingnn
on a laptop with a 2,53GHz Core i5 processor ang 46
RAM. All of the experiments were repeated 50 tintes
obtain the averages and all of the times shown hefier
only to the execution of the access control degigimction,
ignoring message passing between the clouds. Tablews
four different cases of access request. Case Aesepts 10
requests handled by local XACML only; case B repnés a
risk decision that involves 10 risk quantificaticwles
performed locally; case C uses 5 local rules amaktgrnal
(web service) rules; and case D represents a dkgypwith
10 external risk quantification rules.

TABLE 1. COMPARISON OF DIFFERENT ACCESS REQUEST CASES
min. (Ms) max. (ms, averege (ms)
A 1.057 9.372 1.46
B 1.824 15.564 4.574
C 1556.182 2813.56 1726.71
D 3247.563 10350.5 4220.6

25000
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20000

15000
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5000

10 20 30
Number of metrics evaluated

40

Figure 5. Performance with a varying number of exemetrics

It is possible to see that the use of local risk
guantification rules has no significant impact on
erformance, while the use of web services doescaff
g'érformance, as expected, because of the HTTP ations

that must be performed for each metric.

Fig. 5 shows the growth in time spent reaching @ess
decision as we increase the number of metrics whath
web services in a risk policy file.

VIl.  CONCLUSIONS ANDFUTURE WORK

In this paper, we proposed a risk-based dynamiesacc
control system to enable cloud federations withbatneed,
but allowing the possibility, of identity federati®. By
eliminating the need for identity federations ouppmsal
eases the use of cloud federations, since it dagspénd on
the establishment of agreements and circles af,talso
enhancing scalability, by avoiding the formation ‘@dentity

To validate our proposal and measure some perfarenanislands” [5]. o _ o
characteristics we implemented the key parts of the The main contributions of this paper are the deéiniof

federation system and the whole access contratsyst

a risk-based access control system for cloud fédesaand

The implementation used the Python programminghe proposed use of risk policies in the form of XK#es to
language, the zeromgq library to handle messageingass allow the use of different risk metrics and quacdifion

MySQL for persistence, the ndg-xacml library for &KL
evaluations and the web.py framework for the wehises.

methods that are not necessarily predefined.
The proposal is flexible enough to handle the nexdds
cloud federation and the performance evaluatioacate



that it is scalable and that the risk estimatiaocpss is not a
big hindrance in the process, especially if thentjfieation
is performed locally.

In comparison to the related work we first havelaify
that we have not implemented a whole cloud fedamati
system such as [6, 7, 8, 10], since it is a hugk tad not
our focus. We have, however, described and implésdean
simple federation model that is sufficient for oaccess
control research and we can highlight that our psapis the
only that uses risk-based access control. Alsostilleallow
the use of identity federations, but offer a choicg
establishing the cloud federation without the nded
Federated Identity Management.

Compared to the works that deal with risk-basecsgc
control in cloud [14, 15], our approach has theaadage of

allowing the resource owner to choose differentk ris

guantification and aggregation engines througtska policy
definition file, also the cloud that hosts the a®e can
define a baseline risk policy, to ensure its mimmsecurity
requirements are met.

As future work we foresee the possibility of enlagg
the federation used in our experiments and depipitirio
real use. Also, we want to explore further the afsthe risk
policies with different risk metrics and quantifiien
methods.
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