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Cloud Computing is already a successful paradigm

Abstract— This paper presents some scope, context, propcsal distributed computing and is still growing in pogrity.
and solutions related with the following topics: Deision- However, many problems still linger in the applioatof this
Theoretic Pl_an_ning for Cl_oud Computing; An Architecture for  model and some new ideas are emerging to helpdgesits
Risk Analysis in Cloud; Risk-based Dynamic Access @trol for features even further. One of these ideas is theidcl

a Highly Scalable Cloud Federation; Challenges of . L : .
Operationalizing PACS on Cloud Over Wireless Netwcks; federation, which is a way of aggregating differefguds to

Environment, Services and Network Management for Geen €nable the sharing of resources and increase ditgland
Clouds; Provisioning and Resource Allocation for Geen Clouds; availability. One of the great challenges in th@ldgment of

and Optimizing Green Clouds through Legacy Network cloud federations is Identity and Access Manageme€his
Infrastructure Management. issue is usually solved by the creation of iderfiitgerations,
but this approach is not optimal. In this paper, ps@ose an
access control system for a highly scalable cladkfation.
The presented system is dynamic and risk-basemlyiall) the
use of cloud federations without the need of idgnti

|. INTRODUCTION federations. We also present results of a prototype

. .. implementation and show that it is scalable ancdkitile
THIS paper presents a mathematical model of decision

Index Terms — Operation, Management, Security,
Sustainability, Cloud Computing.

planning for autonomic Cloud Computing based on th%nough to meet th? requirements of this highly dynaand
heterogeneous environment [3].

Clinics and hospitals are acquiring more tecbgichl
resources to help providing a faster and more geeci
diagnostic, with the goal of making it more dynanznd
effective. This is pushing health institutions &asch for more
modern equipment, with greater technological fesgur
Besides last generation equipment, another prolfiéeed by
these institutions is enabling the connection ofsidians to a
Picture Archive and Communication Systems (PAC®)mfr
anywhere. With the use of communication resources
increasingly present in everyday life, like Wiradsdelity
Wi-Fi), third generation of mobile telecommunicats
echnology (3G), fourth generation of mobile
telecommunications technology (4G), Worldwide
Interoperability for Microwave Access (WiMax) andher
wireless networks that allow the connection of nebdevices,
it becomes easier and cheaper to provide qualitdicak
services at a distance. Diagnoses that needed tardocbe
present, for instance, can now be performed frogwhere,
provided there is an Internet connection. CloudedaBACS is
shown to be efficient for archiving medical imagelowing
access to exams and reports from anywhere, ovesless
networks, regardless of the platform used for acfés

decision-theoretic planning model. It uses Markacigion
process on the cloud manager to evaluate decisimbs
manage the Cloud environment. Also, it contributesthe
state-of-art of Cloud Computing approaching thenpiag
phase of the autonomic process with a mathematicealel,
considering two important factors, (1) the unceraiof
action’s results and (2) the utility of the actioB®th factors
are needed when dealing with complex systems atoadC
[1].

Cloud computing offers benefits in terms of #aaility and
cost, but transfers the responsibility of inforroatisecurity
management for the cloud service provider. Thus t
consumer loses control over the security of thafiorimation
and services. This factor has prevented the mardb cloud
computing in many businesses. This paper proposasdzl
where the cloud consumer can perform risk analysis
providers before and after contracting the servidhe
proposed model establishes the responsibiliti¢hre actors:
Consumer, Provider and Security Labs. The inclusioactor
Security Labs provides more credibility to risk bseés
making the results more consistent for the consygjer
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Green cloud computing aims at a processing strinature
that combines flexibility, quality of services, amdduced
energy utilization. In order to achieve this obieet the
management solution must regulate the internaingsttto
address the pressing issue of data center ovewisning
related to the need to match the peak demandidrctimtext,
we propose an integrated solution for environmentyices

and network management based on organization mafdel
autonomous agent components. This work introdutes t
system management model, analyses the system’siibgha

describes the operation principles, and preserntasa study
scenario and some results. We extended CloudSgimtalate
the organization model approach and implemented

migration and reallocation policies using this ioyed

version to validate our management solution [5].

The aim of Green Cloud Computing is to achievmkance
between the resource consumption and quality oficerin
order to achieve this objective and to maintain ftheibility
of the cloud, dynamic provisioning and allocatidrategies
are needed to regulate the internal settings ofcthad to
address oscillatory peaks of workload. In this eant we
propose strategies to optimize the use of the clesdurces
without decreasing the availability. This work mduces two
hybrid strategies based on a distributed systemagement
model, describes the base strategies, operatiancijples,
tests, and presents the results. We combine existiategies
to search their benefits. To test them, we exter@leddSim
to simulate the organization model upon which weenwsased
and to implement the strategies, using this impdoxersion to
validate our solution. Achieving a consumption retthn up
to 87% comparing Standard Clouds with Green Cloads,
up to 52% comparing the proposed strategy withroBreen
Cloud Strategy [6].

This paper is structured as follows (section leltitSection
Il - Decision-Theoretic Planning for Cloud Compugtn
Section Il - An Architecture for Risk Analysis i€loud;
Section IV - Risk-based Dynamic Access Controlddiighly
Scalable Cloud Federation; Section V — Challengés
Operationalizing PACS on Cloud Over Wireless Neksor
Section VI - Environment, Services and Network Mzaraent
for Green Clouds; Section VII - Provisioning andsBerce
Allocation for Green Clouds; Section VIII - Optintig Green
Clouds through Legacy Network Infrastructure Mamaget;
and Section 1X — Conclusions.

A. Scope and Context

The decision-theoretic planning (DTP) problemsrev
extensively researched during the last decades. niim
problem with the decision-theoretic (or probabitisapproach
for the planning phase in autonomic computing & rtleed to
provide extensive information about the transitidmetween
system states. However, with the arise of Cloud @aing
(CC), sensor networks and other technologies thabled the
monitoring and collection of large volumes of datag
information became abundant and the recommendaifon
utility to solve the contradictions between ruleslarge rule-

DECISION-THEORETICPLANNING FOR CLOUD COMPUTING

based polices [8], [9] must be taken seriously. i data
environments, the DTP problems no longer existpkmg its
application for the planning phase on the autondaap.

This work presents a model that plans actions G&
management systems using a decision-theoretic agipradt
contributes to the state-of-art in CC research by:

* (i) Adapting the decision-theoretic models, whigas based
on Markov Decision Process (MDP), to use in thenipilag

phase of the autonomic management loop;

« (ii) Introducing decision-theoretic and MDP folapning in

CGC;

« (iii) Applying mathematical models on a concreltecision
making scenario for self-configuration of Cloud&t§t0].

the

B. Literature Review

After some years, the definition of CC that lggewn in
acceptance was created by NIST [11]:

Cloud computing is a model for enabling ubigtbus,
convenient, on-demand network access to a sharet gio
configurable computing resources (e.g., networlsyess,
storage, applications, and services) that can hadlya
provisioned and released with minimal managemefotrtedr
service provider interaction. This cloud model éenposed of
five essential characteristics, three service mmdahd four
deployment models.

Another important contribution to CC also canfbend in
[12]; “Cloud Computing: the need for monitoring” here are
stated some useful concepts to understand the remal
elements of a Cloud.

As stated in [13], to deal with a complex sysiém a Cloud,
it is necessary to be able to accurately captarstittes.

Beyond the well-known CC characteristics, likedemand
self-service, broad network access, resource ppoliapid
elasticity, measured service, etc. [11], [14],sitiinportant to
highlight the stakeholder heterogeneity charadierisThis
characteristic is poorly defined and appears inesarorks like
stakeholder, actors or roles.

In [14] the stakeholders are defined as roles:

* Cloud Consumer;

o ¢ Cloud Provider;

* Cloud Auditor;

* Cloud Broker;

* Cloud Catrrier.

Litoiu at al. [15] presents four type of stakklews: infras-
tructure providers, platform providers, applicatiproviders
and end users, although, it does not describe these
stakeholders roles. In the same paper [8], theaeclsange on
the terms used to present the stakeholders; the detors is
used instead of stakeholders. It places the attdisction of
service models: Infrastructure as a Service (laBBYtform as
a Service (PaaS) and Software as a Service (SaaS);
introducing a whole different set of actors as ftageners,
that are: laaS owner, PaaS owner, SaaS owner anasers.

Leimeister et al. [16] defines five actors metCC value
net- work: Customer, Service providers, Infrastioet
providers, Aggregate services providers (aggregator
Platform provider and Consulting.

In [17], it can be observed a different defonit of roles on
Cloud environments. The work defines these roles as
stakeholders and present the following conceptsisGmers,
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Providers, Enablers and Regulators.

Letaifa et al. [18] present a definition of @st and roles in

cloud computing systems as: Vendors, Developers Emil
users.

In Tan et al. [19], although the work focusaidoption (or
not) of SaasS, it classifies stakeholders in thrategories:
SaaS infrastructure provider, SaaS provider
consumer.

There is no concise definition of CC stakehrddand
interests. Furthermore, those distinct definitiomay indicate
that each Cloud implementation
stakeholder’'s modeling.

C. Autonomic Computing

The Autonomic Computing (AC) concept was basedhe
human nervous system, which regulates criticaltfons such
as heart rate and body temperature, in the absehca
conscious brain [20]. AC systems have many comnwnt$
with Expert Systems (ES) but are less generic, ieghpio

problems.
In [9], the abilities were extended, addingrfattributes of
autonomic systems:
e self-awareness - the system must be aware of its
internal state;
« self-situation - it should detect its currenttezral

and S Saaperating conditions;

« self-monitoring -
stances;
e self-adjustment - it has to adapt accordingly to

it has to detect changing airc

requires a specifiexternal or internal changes.

D. Markov Decision Process

Broadly speaking, it can be said that the plagpn
techniques developed in the Artificial Intelligendemain are
concerned to obtain a course of actions which cotsdthe
agent to a goal state or to an improvement inatdiion. In
deterministic planning approaches, each actionsletad a
single state. On the other side, the DTP is a regarthinistic

management and control of wide computational systemway of modeling the decision taken problem wherehea

while the ES are applied in a more generic way. A2
differs from ES principally when it addresses thection
taking”, that was unusual in ESs, as stated in.[21]

AC systems are based on MAPE-K control cythat
consists in Monitor, Analyze, Plan, Execute and Wiealge
elements. Figure 1 shows the MAPE-K life cycle.

i |

Y
EN

Autonomic manager

Figure 1. Structure of and autonomic agent [1].

An autonomic system, as shown in [20], to beeatd

perform self-management, must present four maiktiabi

« self-configuration - the ability of configureséilf
according to high-level policies;

« self-optimization - the capacity of optimize itse of
resource;

« self-protection - autonomic systems must proitsetf
from malicious or incorrect user behavior;

« self-healing - the ability of detect, diagnosesl fix

action (or exogenous event) can lead the systeta tstanore
than one possible states with a certain probability

To deal with probabilistic non-determinism, nga
mathematical tools must be used. A common framewesdd
as underlying model to DTP is the MDP [22] that @sgs the
probabilistic relation between the system’s stat&ésother
framework is the decision theory [23] which comlsinthe
probability theory with utility theory.

In order to model the planning problem for achistic
dynamic system, it is necessary to present a hasiblem
formulation using a MDP. This work will model theoplem
according to [22], that presents the follow keyredats:

« a set of decision epochs;

* a set of system state;

* a set of actions;

« a set of transition probabilities (state X acj}jon
* a set of rewards or costs for transitions.
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Figure 2. A graphical representation of MDP [24].

\

The Figure 2 shows a graphical representatfoa BIDP,
where the green circles are the states, the re@€irepresents
the actions, the arrows are the transitions betvatates, the
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numbers over the arrow are the probabilities tdeagha state, scenarios relevant to the CC or overestimate steEndrat are
and the numbers indicated by the yellow arrowdlagaeward not relevant, thus creating an incorrect risk assest;

value of the transition. » Deficiency of reliable results: occurs when the
quantification of the probabilities and impactpé&formed by
an agent who is interested in minimizing the resaftthe risk
analysis. For example, if the analysis is perforrebtly by
CSP, he can soften the requirements and evaluaifon

E. Stakeholders, Interests and Cloud Computing

This work introduces the idea of interests. fegés have
been implicitly referenced in many works that addrthe CC,
like [25]. It is relevant to explain stakeholdecencerns in a . . .
way that they lead the decisions on a cloud autonsgstem. impacts, thus generating a safisfactory result tier CC.

Sharma et al. [26] presents two approachegeaisions for OWeVer, such results are incorrect.
dynamic provisioning: cloud provider centric andsimmer- The deficiencies outlined above can generate adattust
centric. The paper differentiates them as follows: on the part of CCs in relation to risk assessmests current
Cloud provider centric approaches attempt to mipdm Models where CSPs are performing their own riskyars
revenue while meeting an applications SLA in theefaf Without the participation of CCs or any other exegragent.
fluctuating workloads, while a customer- centricpagach ~ This paper proposes a model of shared responsbilior
attempts to minimize the cost of renting serverdevmeeting risk analysis in cloud computing environments. Pneposed

the applications SLA. model aims to define the agents involved in thk asalysis,
This definition states important aspects ofiglen on CC their responsibilities, language for specifyingksisand a
management: protocol for communication among agents.

« different types of stakeholders have differenieiests

over the Cloud: B. The Proposed Architecture

« any decision method inherently carries the ghbtid The proposed architecture defines the sharing of
benefit the interests of some stakeholders and haother; responsibilities between three agents during thle ainalysis.

* the stakeholder’s interests are not always reitaisie  Information Security Labs (ISL) is an agent thatresents a
given certain constraints of resources and senéreand; public or private entity which specializes on infation

Therefore, it is possible to postulate that an moruic system  security, eg an academic or private laboratory. Thizis an
that intends to manage a Cloud must guide its @ewisin  agent that represents the entity that is hostiag thformation

order to maximize the total satisfaction of thekstelders. assets in the cloud. The CSP is an agent thatseme the
entity being analyzed.
lll.  ARCHITECTURE FORRISK ANALYSIS IN CLOUD The three agents defined by the proposed architectu
A. Scope and Context divide the responsibilities of running a risk arsady according

challenges foe thio thg concepts q.e_fined by 1SO 270(_)5. In this odrtﬂergats
exploit vulnerabilities to generate impacts on infation
assets [31].

Cloud computing brings several
scientific community of information security. Major
challenges cited are [27] [28] [29] [30]: data gy of users, ; . . . .
protection against external and internal threatientity A dr'Sk analysis v(;/orksr:/y ith many vgrla.\blesl.ETheDabre;
management, virtualization management, governanoe aUsed on proposed architecture are: (0 — Degee

regulatory compliance, Service Level Agreement (SLAExr;o§ure,tdef|n|es ho,"‘{[ the |Cl?rl,Jd (:[JnVI.r_onQSnt 1S egpot(:
management and trust gaps. certain external or internal threat, (i) — Degro

A strategy to meet the challenges of informatiocusiéy in Disability, defines the extent to which the cloutvieonment

S : : i Inerable to a particular security requiremsfiit) P —
cloud computing is the risk analysis [31]. Sevgrabers have IS vuiner ) . S
worked on risk analysis on cloud computing [32]][334] Probability, defines the probability of an incidestcurrence,

[35] [36] [37] [38], focusing on specific technicaiefor ie, a threat exploiting a vulnerability (iv) | — pact, defines
identifying and asse,ssing risks the potential loss in the event of a security ieaig (v) DR —

Current solutions for risk analysis in cloud conipgtdoes Degree of Risk, defines the degree of risk forvegiscenario

not specify the agents involved and their respalitsls ofa segurlty mmdgnt. : .
during the implementation of risk analysis. Thiscertainty The r|_sk analysis of_the propqseq model 1S orgahaetwo
creates deficiencies in risk analysis, as: weII-def!ned pha_s_es: _rlsk specmcatl_on and rlskeasme_r_\t_.

« Deficiency in scope: occurs when the selectiosefurity The risk spemflcatlon phasg defines threats., mmétles
requirements is performed by the Cloud Service Blesv and information assets that will compose the ris&lysis. At

(CSP) or an agent without sufficient knowledge. T&P can this stag_e__ it is also defined_ how to quantify theeats,
vulnerabilities and assets specified.

specify security requirements vicious in their own The risk . h tificaf
environment, thus defrauding the results of thk asalysis. erns assessment stage comprises the q“??"?’ ca
the variables DE, DD and |, for threats, vulneiitibd and

An agent unprepared may specify wrong or insufficie . : . .
9 brep y specify g information assets, respectively. In this phase the

requirements, thus creating an incorrect risk ais]ly D ) -
« Deficiency in adhesion to Cloud Consumer (CC): quantlf!catl_on of variables of P and DR_for_ eacleident
scenario is also performed (a combination of threat

occurs when the agent responsible for defining otgpa | bilit d tinf i
ignores the technological environment and busimessre of qur!era ||%/a_r|1| ?sste mtﬁrm?lmn). £ int i betm
the CC. In this case, the specification can disttflze impact igure fiustrates the flow ol nteractions €
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components of the architecture and the ISL, CSP @€d

The proposed model aims to reduce the three main

agents in the risk specification phase. Initiakile agent must deficiencies presented by current models of riskyais in the

register on their respective registry componeng.(Bia, b, c).
After their registration the ISL is responsible fdentifying
threats and vulnerabilities in cloud computing eonments.
Then the
vulnerabilities.

—y <

RDL

}—— - Repository - — - ISL Registry
|
Y 4 e

|
RDL |
I

Extensions -, | |
Repository »1E3E Rogistry N %

CSP-1

|
|
|
x

CC Registry

Figure 3. Risk specification phase [2].

The architecture provides a language for the sigatién of
risk, the RDL — Risk Definition Language. This large is
used by ISL to specify threats and vulnerabilitiese RDL is
specified in XML and contains information such &sk ID;
ISL ID; threat and \ or vulnerability ID and refam to a

WSRA — Web Service Risk Analyzer. The WSRA is a We

Service specified by ISL to perform the quantifg tbegree of
Disability (DD) and Degree of Exposure (DE).

After developing its RDLs and WSRAs the ISL expdtts
records for the RDLs repository (Fig.3-d) and psiidis
WSRAs.

The responsibility of the CSP on the specificaibrase of
risk consists in importing RDLs and implementatadrcalls to
WSRAs (Fig.3-e).

ISL is responsible for the correct identificatioh tbreats
and vulnerabilities. CSP is responsible for the reuir
execution of the quantification of threats and endtbility.
The CC agent is responsible for the identificatiof
information assets and the quantification of impast this is
the most fitting agent to express the cost of dorimation
security incident.

In order to perform the identification of an infaation asset
and quantifying an impact on this asset a CC nmgbit the
RDLs (Fig.3-f) and extend them including informati@n
information assets and their impacts.

The method of quantification of impacts may beistat
dynamic. In the static method the CC determindgesfvalue
for the impact and in the dynamic method the CCcidigs a
Web Service to quantify the impact. After specifyitheir
information assets and their impacts the CC expthnts
extension to the RDL Extensions Repository (Fig.3-g

C. Results and Discussions

With the information from the risk analysis tG&€ may
decide to allocate or not their information as$ets particular
CSP.

cloud: deficiency in scope, deficiency in adhesiand
deficiency of reliable results.
The reduction in adhesion deficiency occurs whee th

ISL specifies how to quantify threats angroposed model includes the CC as a key ageneipithcess

of risk analysis. The CC agent has an importarg iolrisk
analysis, defining information assets and quamtgfyimpacts
on these assets.

The CC is the most suitable agent for the definitif
impacts. It is the agent which best understandsdheyance
of each information asset within its area of expertCSP and
ISL agents are not able to identify or quantify thgpacts on
information assets. They are not experts in théneas of CC.

The proposed model acts to reduce the deficienscape
by adding the ISL agent. ISL is an agent speciadizin
information security. It is the entity best suitéa define
security requirements, threats and vulnerabilisgecification
of the RDLs), as well as to define how to qualificls threats
and vulnerabilities (specification of the WSRAS).

The proposed model acts on the deficiency of ridiab
results because in our model the CSP has morectedtr
responsibilities than in models traditionally pnetsel by
related works.

Traditionally, the CSP is responsible for definisgcurity
requirements and the tests that are applied taiateathe risk
8f their own environment. In this scenario, th& @ssessment
can be smoothed by CSP. The inclusion of the ISéntag
removes responsibilities which are traditionallgigeed to the
CSP, such as the identification and quantificatidrthreats
and vulnerabilities, thus the result of the rislalgwis more
reliable.

The proposed model allows multiple ISLs defining LRD
and WSRAs jointly (Fig. 3). Thus, the definitionkresk can
come from different sources and can be constamitiated in
a dynamic and collaborative way, forming a larged an
independent base of risk definition for cloud.

The way WSRAs are specified is also a featureithpaicts
the improvement of scope. The use of Web Servizcapécify
safety requirements allows them to be platform prestelent. It
also allows the use of a wide variety of techniqidies
quantifying the threats and vulnerabilities becattse only
limit is set by the programming language chosen for
implementation of WSRA.

Related works of risk analysis in the cloud do casider
the role of the CC agent on risk analysis. Thesgksvasually
focus on the vulnerability assessment by the CSithout
considering the impact it will have on the vulneligbof the
different information assets of the CC. The propossdel
assigns the responsibilities of the identificatioand
guantification of impact to the CC. Thus, the parimg of
risk analysis is shared among different agents, tls®
responsibility for quantifying the variables ofkianalysis is
not centered on a specific agent.

The CSP is the agent that will be analyzed; theeefbis
not able to set any of the variables of the rislilgsis, as this
could make the results of risk analysis incorré@tte role of
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CSP is only to inform the data requested by ISLtosilne own
ISL performs the quantification of each informatisecurity
requirement.

A CC can perform analysis on multiple CSPs befor
deciding to purchase a cloud service. It is alsesjite to
perform periodic reviews of its current providedacompare
them with other providers in the market, choosiagchange
CSP or not.

IV. RISK-BASED DYNAMIC ACCESSCONTROL

A. Scope and Context

Cloud computing is a model for enabling on-dedhan
network access to a shared pool of computing ressui39].
It is widely adopted and provides advantages fastauers
and service providers.

As cloud computing grows in popularity, new ideasl a
models are developed to exploit even further itsdapacity,
increasing efficiency and scalability. One of théeas is the
deployment of cloud federations [40] [41]. A clofetieration
is an association among different Cloud Servicevidess
(CSPs) with the goal of sharing data and resoy#&js

However, to make such a scenario feasible it iessary to
develop authentication and authorization models ldogely
distributed, dynamic and heterogeneous environments

This problem is usually treated by the deploymeht
identity federations. An identity federation is aodel of
identity management where identity providers andvice
providers share users’ identities inside a cirlewst [43].

This solution, nevertheless, is not optimal, sindentity
federations present problems such as the necedsityribute
and trust agreements, interoperability issues angbractice,
show limited scalability [44]. This paper shows tthh is
possible to provide authorization in cloud fedenasi without
the need for an identity federation.

The difference between cloud federations and itenti
federations is that cloud federations are built dbare
resources and identity federations are built taeshesers and
identity information.
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medical, military and scientific collaborations, st require
large storage and processing capabilities, as agekfficient
information sharing.

e In this architecture we have the following compdsen

CloudProvider: this is the Cloud Service Provid&SP)
itself, who provides the infrastructure over whitte virtual
resources are allocated (they are representedebyglolids in
the figure);

CloudManager: responsible for attaching a Cloudigerv
to the federation. It is composed of several sewvithat deal
with users, resources, policies, service-level ements,
security and the CloudProvider. It is modular sat ih can be
attached to different cloud management softward fus
changing one of its services.

FederationManager: responsible for coordinating
federation. It acts as a naming service and is r@sponsible
for message passing.

CloudService

Users
Policies

Figure 4. Overview of the federation [3].

As shown in Figure 4, some of the participatingud® may

In this paper, we propose to use a risk-based diynanform identity federations among themselves.

access control to enable authorization in a cloegefation
without the necessity, but allowing the possibjlibf using
identity federations.

B. Proposals and Solutions

In this paper we propose that it is possibletovide a
way to establish cloud federations without the nded
identity federations, by using risk-based accesgrob This
can increase the scalability of this model and hand
exceptional requests.

A.Cloud Federations
Figure 4 presents an overview of the cloudkefation
architecture that we are considering. This architecis based
on the common points found in the main federationjgets
currently being developed, some of which were deedrin
Section II.
The main application scenarios for such federatiars

Under the point of view of a user there are twoet/pf
clouds in this architecture: a home cloud (his ioafj CSP)
and foreign clouds (the other clouds in the fedenyt Users
can deploy and access resources in both typesoaticbut
access control behaves differently for each case.

When users deploy a resource in their home cloey tinay
choose if it will be available for users of foreigiouds. In any
case the user must upload an XACML policy file thge
with the resource, which will be used for ABAC.

Users may also deploy resources in a foreign ckoudi it
will automatically be available to every user of tliederation.
Finally, users may access resources in their holoed cor
shared resources in foreign clouds.

When a user tries to access a resource in theieleioud,
this request is handled by a classical ABAC moBeked on
user attributes and XACML policies the system ggaat
denies the requested access.
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When a user tries to access a resource in a foaard,
the system first verifies if both clouds are in mentity
federation, in which case the access will also &edked by
ABAC, but if there is not an identity federationtlveen them,
the “break-the-glass” mechanism is activated arel rikk-
based access control Policy Decision Point (PDBaligd.

The PDP is located in the cloud handling the acoeggest
(foreign to the requester) and the metrics andrpatars of
risk estimation are defined by the administratdrthis cloud
and the users who own the resources.

and all of the times shown here refer only to thecetion of
the access control decision function, ignoring ragespassing
between the clouds. Table | shows four differerdesaof
access request. Case A represents 10 requestethdnydcal
XACML only; case B represents a risk decision tinablves
10 risk quantification rules performed locally; ea€ uses 5
local rules and 5 external (web service) rules; aade D
represents a risk policy with 10 external risk difexation
rules.

It is possible to see that the use of local riskrdgification

These metrics are informed in an eXtensible Markuples has no significant impact on performance Jevtiie use

Language (XML) file, containing definitions of risketrics
and how to measure and aggregate them, as wethasshold
level for granting access to the resource and blassi
obligations that users will have to follow. Thitefis known as
a risk policy.

Each cloud provider must provide a set of basicricget
with their quantification rules. Those will be usedcreate a
baseline risk policy for the provider. This guaesd that a
cloud provider is able to maintain their minimalcsety
requirements.

Each resource has its own risk policy, which mesipect
what is defined in the baseline policy, but mayektended to
become more or less restrictive as the user dedites XML
file of the policy must be uploaded by users wherytchoose
to deploy a shared resource.

If a user chooses to define a risk metric thatisavailable
in the server, he/she must provide a way for thd® G&
quantify this risk. This is done by defining a W8érvice that
will be called by the PDP upon the evaluation o H#ttcess
request. The PDP will forward the access requegtgédNeb
Service, which will have to parse it, process itl aeturn a
numeric value representing the associated riskHermetric
being evaluated.

To handle the access request for a given resollroé the
metrics are valued, based on the rules defineth&yCISP and
the Web Services defined by the user. The chosgregation
engine is used to reach a final risk value. Thisieas then
compared to the defined threshold and, if lowee, ghbject is
given special access.

Before granting access, however, the policy is yaeal in
search of obligations that were defined by the .uséiose
obligations are stored in a system monitor, whict watch
and log every user action once the access is grante

C. Results

To validate our proposal and measure some pagioce
characteristics we implemented the key parts ofiederation
system and the whole access control system.

The implementation used the Python programmingS

language, the zeromq library to handle messageinggss
MySQL for persistence, the ndg-xacml library for GRIL
evaluations and the web.py framework for the webises.

The infrastructure over which the federation waplalged
was composed of two OpenNebula clouds running laptap
with a 2,53GHz Core i5 processor and 4GB of RAM. &l
the experiments were repeated 50 times to obtaimtlerages

of web services does affect performance, as expebtrause
of the HTTP invocations that must be performed déach
metric.

Figure 5 shows the growth in time spent reachingaess
decision as we increase the number of metrics wtathweb
services in a risk policy file.

TABLE I. COMPARISON OF DIFFERENT ACCESS REQUEST CASE3]
min. (Ms) max. (ms) average (ms
A 1.057 9.372 1.46
B 1.824 15.564 4.574
C 1556.182 2813.56 1726.71
D 3247.563 10350.5 4220.6
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Figure 5. Performance comparison with a varyindedint
number of external metrics [3].

V. CHALLENGES OFOPERATIONALIZING PACSON CLOUD

A. Scope and Context

Medicine is being perfected through the usennbvative
technological solutions in various equipment witlvedse
applications, such as image processing, blood sisaly
surgical assistance and distance patient control.

Inside hospitals and clinics for diagnostic imagirityis
ual to find PACS. PACS have the goal of manadimg
storage and exhibition of medical images. Through
workstations, doctors have access to the PACS raystieere
they manipulate images independently of their ptalsi
location.

Specialized physicians achieve diagnosis througk th
analysis of images or the reading of reports. Bugsé
physicians are not always present where the exam wa
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performed, especially in cases where the particpadf a
second doctor is necessary or in the case of hgirfor
resident physicians. The involvement of these dsciman
happen with telemedicine.

Telemedicine comprehends the offering of servietated
to health care in cases where distance is a drfactor; such

invest large amounts of money in infrastructure for
communication, processing and storage of examgldrthis
infrastructure are equipment for ultrasonographyRIMCT
scans and radiography. Figure 6 shows the sendingedical
images to the PACS.

The modalities, as known equipment’s, send imagésgu

services are performed by health professionals gusiligital Image and Communication in Medicine (DICOM)

communication and information technologies for
interchange of information valid for diagnosticseyention
and treatment of illnesses and the continual ethrcadf
health service providers, as well as research [45].

The practice of telemedicine is only made posdideause

theligital standard to store and transmit medical iesagver a

Wireless Local Area Network (WLAN) to a PACS lodhten
a cloud. Communication from the medical equipmenthe
WLAN is achieved by using a device that connecta tacal
Area Network (LAN), which in turn accesses the PAG& is

of significant advances in communication systemé&e T on the cloud using the Internet.

possibility of connectivity to the World Wide Welrom
mobile devices, a constantly evolving technologilpoves
patients to obtain adequate medical care in lesséa
regions, where there are no doctors or wired
connection available. Wi-Fi Networks, 3G, 4G, WiMard
other wireless networks are being constantly imedowith
higher data transmission rates, allowing accestdent not
explored before, which aim to
complement the services related to patient cararaaice them
more efficient.

Cloud computing is currently the main theme of & db
research in information technology. The possibitifysharing
resources through clusters, virtualization and #dase of
access to information attracts more and more indtion
technology researchers. This technology is alscowaepful
tool to promote the homogenization or virtualizatiof space
[46].

Images from radiological exams are used in clirdacsl
hospitals for medical diagnosis. The inter-relatiamong
clinics, hospitals and radiology departments a@easingly
dependent of the accessibility of these imagesy moywhere
inside or outside of the health care unit [47].

The idea is to use cloud as a model for applicatioging
delivered as services over the Internet. Cloudicesvare built
in such a way that if a machine fails, the systasets, in
order to prevent the service to crash or that thetractor
knows that there was some kind of problem. Cloudmating
enables the growth of processing and storage infictsire for
hospitals and clinics without causing much impaéts cloud
based PACS enables medical activity from anywhesiagu
computers or devices connected to the Internet.

B. Interoperability Challenges

Health charts, medical and laboratory reportgdical
images and prescribed medicine are some of thesiiena
medical record, and those records are becoming rance
more complex. Physicians in hospitals and clinieedc a
flexible resource that allows them accessing infitfam and
history for each patient, because they work andt mpagents
in several places; they need to be frequently ¥ahg exams
and giving support to several people.

lietern

improve, simplify ang

Figure 6. Sending DICOM images to the cloud-bask@®
[4].

C. Proposed Scenario

This work shows a cloud-based PACS solution, akgwi
exams to be performed in various equipment andstnéted
over wireless networks, so that from any connectexbile
device a doctor may have access to PACS exam images
Figure 7 shows diverse equipment such as cellphdabkets
and laptops accessing the cloud-based PACS ovelessr
connections, such as Wi-Fi, 3G, 4G or WiMax.

Medical records occupy a great storage space aad th

management of these data is a challenging taskdspitals
and clinics [48]. To solve those issues, these rorgdions
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Figure 7. Accessing PACS through wireless netwftks

The PACS system in the implementation is DCM4CHE

[49] [50], with a PostgreSQL database. The devioestest
access were a laptop, a smartphone and a taldlet, tdem
with the Osirix application. All of them are usimmublicly

available 3G and Wi-Fi connections. In every cabe t

connection is successful, showing a mean time ofe2fdbnds
to download a DICOM exam of a lumbar spine contajrii00
images.

D. Identity Management Implementation

VI. ENVIRONMENT, SERVICES ANDNETWORK MANAGEMENT

FORGREENCLOUDS

A. Scope and Context

The load prediction models in traditional arebttires and
cloud computing environments are based on the sisabf
historical data and demand increments from businesgels.
This information makes it possible to pre-allocetsources.
However, load prediction models are challenged (and
frequently broken) when unexpected peaks of derandr.

Approaches to dealing with the problems of load
prediction models include the following: allow famargin of
on-line resources, i.e., over-provision resourtasiirn on idle
resources; and to temporarily use external ressume
demand (i.e., federated clouds), and others. Edcthase
approaches has its advantages and disadvantages.
challenge in green computing, as described by [El]to
exploit the balance between these approaches ier dal
Ilzaddress the pressing issue of data center oveisging
related to the need to match the peak demand.

We propose a solution based on integrated envieatm
services and network management that promotestadgii
load distribution through techniques like virtualachines;
predictive resource allocation models through histb load
analysis and pro-active allocation methods; agdesgaergy
management of network devices; and integrate cootrer
the environmental support units, which represeet lHrger
share of energy consumption.

Th

The PACS system was installed and configured on a The objectives are the following: to provide fleiity of
Windows 2008 Server R2 virtual machine. On this eanthe system configuration that allows for the eadyoduction

machine the Shibboleth, Apache 2.2, Tomcat 7, OHEAR,

of new elements in the managed environment and the

JASIG CAS, JDK 1.7 and PostgreSQL 9.2 services wef@nfiguration processing distribution among sersjceo

configured.

Apache was configured to allow the use of Securek&s
Layer (SSL) connections, and also to proxy its estgl to
Tomcat. Tomcat was configured to run the authetiticeand
identity management applications.

provide a level of availability that keeps to highstandard
SLA (Service Level Agreement) compliance rates waith
contributes to system’s stability and securityréduce cost in
both capital and operational costs (CAPEX and OREX)],
to support the business predicates, and thus peortic

The authentication server enables JASIG CAS Ssagceptability of the proposed method; and to prvid

authentication via a web interface passing autbat#d users
to Shibboleth. CAS was set up to search for usersi
Lightweight Directory Access Protocol (LDAP) direcy.

With the server configured, Shibboleth was insthll€he
IDP application was installed and configured in Tam To
act as the service provider, the Shibboleth apjpdisamust
belong to a federation. TestShib was chosen afetleration,
because it was created to test Shibboleth configms (SPs
and IDPs). An IDP was registered informing the haste and
digital certificate created earlier. Shibboleth waken

sustainability by using methods to reduce energfjzation
and carbon emission footprints.

To achieve our objectives we propose an OTM
(Organization Theory Model) for integrated managend a
green cloud computing environment. It works based o
organization models that regulate the behaviorubbraomous
components (agents) that view the environmentahefds,
network devices (e.g. switches, cards and portd) samvice
providers (e.g. processing servers, load distripuservices,
task processors and temperature reduction servides)

configured to use TestShib’s metadata. The CAS nClie€x@mple, the management system is able to turirmised
receives shibboleth authentication. With this pssceeady network devices and servers, turning off the emvirental

Shibboleth is configured and authenticating usemfJASIG  (cooling) support units. This is reactive to cheesstics of
CAS. the predicted system load. The controlling elemangsable to

coordinate between themselves aiming at a highel-le
system’s objective, e.g. to keep overall energljzation and
SLA compliance metrics.

Our research advances the state of the art asnfllit
introduces an organization theory model for intezpa
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management of the green clouds based on the caenoépt threshold; as a solution, we needed to bring upetlhoff

organization models, network management, and kliggd
computing; it analyses the network and system’sibien and
operational principles; it validates the proposamdnstrating
the system’s added-value in a case study scenand; it
improves a simulator (the CloudSim framework) tdidate
the green cloud computing management approach.

Our research was motivated by a practical scersdriour
university’s data center. In the (not so distarigtpwe applied
the “traditional architecture” which was composddiiverse
processing clusters configured to process diffesmwices.
We faced the usual issues encountered in largeceatars at
that time: lack of rack space, which impacted tdky and
scalability; an excessive number of (usually owgdptservers,
which impacted operation costs; the need of an resipe
refrigeration system; and an ineffective UPS (Uminiptible
Power Supply) system, which was problematic toesdale to
the number of servers involved.

With the use of cloud computing, we managed
consolidate the number of servers using virtuabrat
techniques. Using this technology, we concentratkd
predicted load on a few machines and kept the athrers on
standby to take care of peak loads. The immedésielts were
very positive: reduction of rack space utilizatidoywer heat
emission due to the reduction in server utilizatiawith
consequent optimization of the cooling infrastruefuand, a
quick fix for the problematic UPS system becauseha less
active servers.

As part of an institutional initiative towards saigability
and eco-friendliness, our next step was to optingmergy
utilization [53] and reduce carbon emission. Fois,thwe
looked at solutions from the fields of green conmmytand,
more specifically, green cloud computing. We ndatidbat
there was room for improvement as we consolidatedurces
using cloud computing. For instance, there wergodsrin
time when the VMs (Virtual Machines) were idle atit
servers were underutilized. Based on the principstablished
by [54], our goal was to promote energy-efficier@nmagement
and search for methods to safely turn off unusedesg using
an on-demand basis. The intuitive approach wastoentrate
the running applications (configured per VMs) infew
servers and recycle server capacity.

Although appealing, this approach led to a magsueé:
service unavailability! A quick analysis concludidt it was
related to the time required to bring up the servéuring
unpredictable peak loads. We concluded the follgwithe
dimensioning is based on historic intra-day analysfif
services demand. More specifically, it is basedr@nanalysis
of previous day's demand plus a margin of the Lassn
growth that can be estimated as the amount of ressu
required for one service in a period of time; hoarwhen
dealing with services with highly variable workl@adthat
prediction becomes complex and often immature. Eh\ge
external factors can lead to unexpected peaks robdd. For
that, we left a safety margin of resources avaéldelg. 20%
extra resources on standby). Besides the excessieegy
utilization, this approach fails when the demanigpassed that

resources. The lapse of time between the detecfothe
situation and the moment that processing resoureesme
available caused the service unavailability.

We analyzed several alternatives to overcomeigisise
that implements an OTM (Organization Theory Modkel)
integrated management of the green clouds focusing
optimizing resource allocation through predictiveodals;
coordinating control over the multiple elementgueing the
infrastructure utilization; promoting the balancatween local
and remote resources; and aggregating energy maeagef
network devices.

Cloud computing is based on server virtualization
functionalities, where there is a layer that alwttrathe
physical resources of the servers and presents diseanset of
resources to be shared by VMs. These, in turn,gscthe
hosted services and (may) share the common resoufbe
green cloud is not very different from cloud compgt but it

tonfers a concern over the structure and the soesgonsibility

of energy consumption [55], hence aiming to enstime
infrastructure sustainability [56] without breakiogntracts.

B. Proposals and Solutions

To understand the problem scenario, we introdinee
elements, interactions, and operation principles gieen
clouds. Green clouds emerged as a solution to gawer by
utilizing server consolidation and virtualizatioeachnologies.
Fine tuning resource utilization can reduce power
consumption, since active resources (servers, mktwo
elements, and A/C units) that are idle lead to gnevaste.
The target in green clouds is: how to keep resauiamed off
as long as possible?

The interactions and operation principles of tbensirio
are described below:

» There are multiple applications generating défe
load requirements over the day.

* A load balance system distributes the load ttvac
servers in the processing pool.

* The resources are grouped in clusters that declu
servers and local environmental control units (AUBS, etc.).
Each server can run multiple VMs that process dogiests for
one specific application. Resources can be fultivadservers
and VM on), partially active (servers on and VMSg),0br
inactive (servers and resource off). The numbeseo¥ers and
their status configuration is defined based on ohisal
analysis of the load demand.

« The management system can turn on/off machines
overtime, but the question is when to activate ueses on-
demand? In other words, taking too much delay tivate
resources in response to a surge of demand (tetweamay
result in the shortage of processing power for dewfThis
reflects directly on the quality of service, as dould
deteriorate the service availability level (everthifs is a short
time). On the other hand, activating more unnecgssa
resources causes resources to be left idle ancesvasiergy
consumption.

Green cloud with integrated management is a stract

39



Westphall, C. B.; Westphall C. M.; Koch, F. L.;a¢t/ Revista de Sistemas de Informag&o da FSMA31§2014) pp. 30-50

that we see as a tendency of this area and seelaligoal.
These aspects that are described below are theemeée for
what our model aims to fulfill. In comparison tcegn cloud,
we infer the responsibility of consuming less egelig
addition to ensuring the agreements predefinedarsiA.

« Flexibility: is state-aware of all equipmentden its
control, acting for when it will be necessary, ndten it is
needed, and plan their actions based in the infiiomaf the
whole cloud. It is able to predict and execute msagy
changes in hardware according to the demand oftlin;
such as slowing down an overheated CPU, turning
machines based on foreseen load coming, or triggea
remote backup in case of fire.
automatically with public clouds [56], migrating @sing up
new nodes on demand in remote clouds. It providesteer
support for occasional workload peaks or DoS (Debia
Service) attacks.

« Availability: encompasses a new level by extegd
itself to the public clouds, allowing the creatiofi mirror
clouds. It deals with context grouping automatigalbeing
able to migrate these groups, or elements to pohiieds.

roles. In this approach, the responsibility for mging the
elements of the cloud is distributed among sevag#nts,
each one in one area. These agents will indivigualbnitor
the elements of the cloud of their responsibilitiey act in an
orchestrated way aiming for the fulfilment of tlseandards
(norms).

Such orchestration is based on the fact that the
knowledge about the state of the cloud (as a whHmde3hared
by all agents, the existence of planning rulesgiide the
actions of the agents, and the development offeedigout the
aonner workflow of the cloud, that are constantlyised.

Since the data center structure is scaled and tsed

It is able to intera provide services, this remains only a tool to pdevisuch

services. Generally, service level agreementsstebkshed in
order to clarify the responsibilities of each partlient and
provider. We emphasize that these agreements sheukspt
at their level (i.e. service), making them purelghbvioral
rules (e.g. delay, fault tolerance) for the seryviercluding
structural and physical requirements. Without tbtails of the
environment configuration in the agreement, theudlo
becomes flexible. With the independence and fléigbto

e Cost reduction: by having an automated managemeshange the configuration of the structure, it catdme

based on previous experience and results, it carageaitself
with minimal human intervention. It uses a 24/7 agement

system aiming to provide a better utilization of tlesources.

It will enlarge the equipments lifetime, decredse downtime
caused by human errors and reduce the expensedoptiray
smart strategies for resource utilization. Witherat cloud
communications it can adopt a minimalist configiomat
ensuring local processing for most of their worklpand
leaving the workload peaks to an external cloud.

« Sustainability: its structure has the abilityatopt goals
for SLA, goals for energy consumption (average Xhkyeér
day) or goals for heat emission (average Y BTUdagr). The
structure reacts with the environment events ireotd fulfill
the predefined goals. Events like UPS state doamperature
sensors accusing high degrees or fire alarms ompatallel,
adapts the environment dynamically in order toilfuthe
internal goals; like decreasing the cooling systemreach
consumption goals.

dynamic and extensible.

It can allow for covering external agreement fextstill
critical to the data center infrastructure (i.e.nemy
consumption, hardware wear, among others), butatated to
the agreement. Just as we live under the laws ydiph the
cloud should also exist in well-defined laws, whisle call
norms. These norms express the rules of the sebpebavior
established in the SLA and the internal interestghe cloud,
which need to be considered.

For the various elements of the cloud to workcéffitly,
seeking the enforcement of these standards, theyldibe
coordinated by external agents to the services theiited;
managing, for example: enabling and disabling Vbtsbling
and disabling PMs; configuration changes in VMs;d an
enabling and disabling network devices.

Since there is a wide range of elements to marthge,
complexity would grow proportionally with the sizd the
cloud. To avoid such complexity we infer a hiergrt¢h the

We propose that breaking the centralized managemexisting agents. We can make an analogy to a lemggany

service in several little management services givgsthe
necessary elements to increase the “degree ofdneedf the
cloud, creating the possibility to achieve a batshsituation
between risk and consumption.

However, with several management services in linedc

where there is a hierarchy to be followed and resiilities
being delegated. Just as in a company, there neuatdystem
manager (the boss) that controls the entire enwiemt.
Following the hierarchy we have the coordinatorsoveplit
the operations between their teams [57] in ordefatilitate

we introduce a new problem: the management of thetee division of tasks and responsibilities amosgéams.

services becomes a complex job. For this, we use
principles of organization theory, to organize atassify such
services, making them easier to control. Cloud rganeent
through the organization theory principles gives plossibility
to auto configure the management system, sinceadidiion
of a new element (such as network device, VM, PRRSVis
just a matter of including a new service in the agament
group.

Hence, we propose a proactive model for
management based on the distribution of respoitsbilfor

th  Depending on the situation, decisions will gererat
system operations or service operations, or botfstefh
operations can be divided into VM management, ssrve
management, network management and environment
management. The service operations can be dividéa i
monitor element, service scheduler and serviceyaeal

The action of each role is directly reflected inet
configuration of the structure as a whole. The eyst

cloudperations will act over the structure and envirentmin

which the services are being processed. The sarvice
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operations will act over the service layer andeheironment,
acquiring information from both.

The four roles that operations system may be ifledss
are:

« VM management: responsible for the actions ietpli
the virtual machines. It has an interface betweéen rhodel
and the virtual machines. As an example, creating
destroying a VM, changing your settings and evewingpit
from one host to other host (either from local @empte data
center).

e Servers management:
implied the physical machines. It has an interfaeeveen the
physical machines and the model. As an examplajngroff
and on a physical machine, changing the settinghethost
operating system (e.g. such as BIOS - Basic Inuip@
System, SMART - Self- Monitoring, Analysis, and Rejng
Technology), hardware configurations (e.g.
accelerometer), and backend equipment (e.g. suchosage
devices, switches and site backups).

« Network management: Responsible for actions iiupl
the network devices. It uses SNMP tools gatherniaffit data
and computing the utilization of each port on h# switches,
minimizing the active network components, whileniog off
unused switches, and disabling unused ports saviegyy.

« Environment management: responsible for action¥Il.

outside the structure. It has an interface betwdea

which relates contexts and objectives. They arel asdimes
when decisions must be made, during the plannirecténs.
They are pieces of primitive knowledge gleaned frtm
experience of managers. We can take as an exanfple o
Planning Rules the following notions: if a VM irerses the
use of page swap ping, to decrease it, we will ease
omemory RAM (Random Access Memory); if the physical
machine presents a high load, to decrease the lvadyill
move the VM with more processing to another physica
machine; if the data center presents a high loadiecrease

responsible for the actiotise general load, we will turn on more physical haes.

» Beliefs: empirical knowledge used to improve the
decisions to be taken. In this we have the empirica
understanding above the functioning of the clouae Beliefs
express the junction of practical knowledge (thengses),
coming from the norms and empirical knowledge, ioating

coolend a from the historical data and past experiences.betiefs must

be reviewed frequently by all elements of the mpdslwell
as the sharing of these reviews. We can take asample of
beliefs the following notions: the activation oarver type X
represents an increase of Y degrees in Z minutes; t
activation of a VM type A increases the consumptiorB
kwWh; the VM type A supports C requests per second.

PROVISIONING AND RESOURCEALLOCATION FOR GREEN
CLoubs

environment and the model. As an example, temperatu, Scope and Context

control of the data center, control of power backyptems
(e.g. UPS and generator), control over the acciéibsiof the
data center (e.g. physical security).

The three roles that service system may be cledsifs
are:

« Monitor element: responsible for the collectior
information structure in general, and your undewitag. It
has the responsibility to keep the model awarehefstate of
the cloud by monitoring the servers, VMs, netwgsffic and
so on. It is based on specific parameters prewarmhfigured
by the System Manager, such as the use of a resamd its
threshold notification, the availability of netwolikks (binary
data) or idleness of some element of the structure.

« Service scheduler: responsible for the clouchdge It
has a proactive role in the model, planning théoastto be
taken before the scheduled events. In an exchahglysical
machines, for example, it will generate the followilist of
steps to be followed: test secondary UPS; enalsiaapndary
server; and VM’s migration.

« Service analyzer: responsible for testing sewiand
behavioral analysis. It has the role of auditing ®ervice
provided by the framework and understanding imédtkes sure
that the service provided is in accordance withrtbiens to be
followed, by inferring pre-established thresholdsl alerting
the system manager. It monitors the quality of iserthat is
provided, and tries to relate it with the variaom the
structure, finding patterns between the performeaoia@ined
and the variants elements.

Planning Rules and Beliefs:

¢ Planning rules: the basis of theoretical knogkd

We are also proposing two strategies for aliooaand
provisioning of PMs (Physical Machines) and VMs rf{val
Machines) using DVFS (Dynamic Voltage and Frequency
Scaling) as an improvement of private clouds soatiiity,
transforming the Cloud into Green Cloud [5]. Gre@iouds
crave for efficiency of its components, so, we dddpositive
characteristics of multiple existing strategies,valeping
hybrid strategies that, in our scope, aim to addres

- A sustainable solution to mitigate peaks
unpredictable workload environments with rapid des

- An optimization of the data center infrastruetur
without compromising the availability of servicearithg the
workload peaks;

- Balance between the sustainability of the irfragure
and the services availability defined on SLAs (8=l evel
Agreements).

This work was based on actual data collected ey th
university data center, that has multiple servisaffering
often with unexpected workload peaks, whether fittacks
on servers or overuse of services in short permfdéme.
First, we propose an allocation model for privateuds that
aims to reduce the costs (energy and SLA fines)lewhi
improving the resource optimization. Second, weppse a
provisioning model for private Clouds, turning theimto
Green Clouds, allowing the reduction of energy comstion
and resource optimization while maintaining the SLwith
the integration of public Cloud resources. Thirdtera we
validate our hybrid provisioning strategy, we hatlee
opportunity to apply the hybrid provisioning strgyein a

in
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Cloud environment that uses DVFS (Dynamic Voltagel a rules in grid computing environments. This work clodes

Frequency Scaling) in its physical machines. Thisywe
achieve an improvement in energy consumption asduree
optimization with no impacts on the Cloud SLAs.

The motivation for this work can be summarizedhn
following points:

- Energy saving: [58] says "Energy saving is jose of
the motivational topics within green IT environmehtWe
highlight the following points: the reduction of mtbly data
center OPEX (Operating Expenses); the reductiosanbon
emissions into the atmosphere (depending on thetgguand
the extension of the lifespan of UPS (UninterrutiBower
Supply) [54].

- Availability of Services: Given the wave of prats,
components, and computing elements being delivexed
services by the Cloud (*aaS),
agreements or governing the behavior of the seitviaewill
be supplied / provided is needed [59]. AccordingCioud
Administrators, agreements that provide availabiliaites,
usually 99.9% of the time (or more) are a conceyriactor.
Thus, the question is how to provide this availgbitate
while consuming little power.

- Variation Workload: In environments with multipl
services, the workload prediction is complex wdtlkstorical
data is mostly used to predict future needs andcavers.
However, abrupt changes are unpredictable causmgdrary
unavailability of provided services. The need talfnew ways
to deal with these sudden changes in the worklpadident.

- Delayed Activation: Activation and deactivaticof

a series of pre-édfin

that VOs have the potential to radically changevtag we use
computers to solve problems the same way as the Ndeb
changed the way we consume and create information.

Following this analogy, we have a similar view:
Management Systems based on the Organization Theory
would provide means to describe why / how elementthe
Cloud should behave to achieve global system afgest
which are (among others): optimum performance, cedu
operating costs, appointment of dependence, senecel
agreements, and energy efficiency.

These organizational structures, proposed in ggw
network managers to understand the interactionsdmst the
Cloud elements, how their behavior is influenced tlre
organization, the impact of actions on macro ancarani
structures, as the macro level processes allowing a
restricting activities at the micro level. This waly provides
computational models to classify, predict, and usidgad the
elements interactions and their influence on theoleh
environment.

Managing Cloud through the principles of the
Organization Theory provides the possibility for artomatic
configuration management system, since adding a new
element (e.g.,, Virtual Machines, Physical Machines,
Uninterrupted Power Supply, Air Conditioning) issfua
matter of adding a new service on the Managemeot&Gr

The proposed strategies are based on a pro-active
management of Clouds, which is based on the digtoib of
responsibilities in roles. The management respditgibf the

resources are a common technique for reducing pow€loud elements is distributed among several agesash

consumption, but the time required to complete fhiscess
can cause some unavailability of provided servigesgrating
contractual fines.

agent controls individually a Cloud element thatsshim.
[5] proposed a model based on the Organizatiororhe
to manage a Cloud environment using decentralized

- Public Clouds: Given the growing amount of pabli management services. They proposed agents to mahage
Clouds and the development of communication metho@oud elements, each agent managing the elemeattsuth in

among Clouds, like Open Cloud Consortium [60], @ykn
Cloud Computing Interface [61], it became possifibe,small
or big companies, to easily use multiple public @l® as
extensions of a single private Cloud. We considé¢hedlas an
alternative resource to implement new Green Clatategies.
This is beneficial to those who need to expandrtiéoud,
and to the new clients of Cloud providers.

In a broad sense, this proposed model is for tleidC
provider that seeks the balance between energygeamnd
service providing (defined by the SLA).

its area. These agents would individually monited ananage
the elements they are responsible for, orchestratiem to
fulfill the norms that are imposed to the system.

Norms are the rules or agreements used as infutha
system such as SLAs, energy consumption, resource
optimization, air conditioning (data center tempera), etc.
They are a primitive knowledge collected from exgeced
administrators and are used at times when decisieed to be
made. In complement to Norms, [5] defined belietrest are
empirical knowledge used to improve the decisions a

We aim to propose an allocation strategy for pdva management. It is the junction of the practical Wieage

Clouds and a provisioning strategy for Green Clouwdsich
suits the oscillatory workload and unexpected pedks will
focus on finding a solution that consumes low powad
generates acceptable request losses, in compadsother
base strategies.

B. Proposals and Solutions

The concept of combining organization theory ang;e.

complex distributed computing environments is neivn[62]
already proposed the idea of virtual organizati(v®s) as a
set of individuals and / or institutions defined saych sharing

from the norms and empirical knowledge from histakidata,
derived by the system, analyzing historical datedés and
correlating them with the norms that have or hawe breen
fulfilled.

[5] also defined roles that the agents would asswutile
monitoring/managing the Cloud environments or smwi The
roles defined for agents that act at Cloud enviremtrevel
VM management, server management, network
management and environment management. The rdiesdie
for agents that act at service level are: monitament,
service scheduler and service analyzer.
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Based on [5], we conclude that the Organizatioeor
model would be applicable for managing the entitiésa
Cloud computing environment in a decentralized vy far,
our models apply the Organization Theory ideas excribe
by [5], using decentralized agents to monitor arahage the
Cloud entities.

management in IT infrastructure, both in economitd a
environmental terms, which led to the adaptationd an
application of technologies and concepts develdpedobile
computing in all IT equipment.

The term Green IT was coined to refer to this eonc
about the sustainability of IT and includes effddgeduce its

The DVFS (Dynamic Voltage and Frequency Scalinggnvironmental impact during manufacturing, use dinal

was presented by [63]. It provides an alternatigkition to
decrease power consumption by giving the possihittthe
PMs to independently decrease their power dissipatby
lowering the processor clock speed and supply geltduring
the idle periods of time of the processor.

DVES pros:

disposal.

Cloud computing appears as an alternative to ingtbe
efficiency of business processes, since from thetmd view
of the user, it decreases energy costs throughebeurces
sharing and efficient and flexible sizing of thestms.
Nevertheless, from the standpoint of the serviaviger, the

< Adaptive Consumption: lower energy consumptign bactual cloud approach needs to be seen from tlspeetive of

adapting the processor frequency to the workload.

¢ Out-of-the-box: There is no need to adapt apfibnis
or services to use it.

« Management: The user (or application) is allovted
determine when to use (or not) the solution, givitig
possibility to control the CPU temperature.

DVFS cons:

Green IT, in order to reduce energy consumptiothefdata
center without affecting the system’s performandéis
approach is known as Green Cloud Computing.

Considering only IT equipment, the main cause of
inefficiency in the data center is the low averagiization
rate of the resources, usually less than 50%, masauised by
the variability of the workload, which obliges taiildl the

« Low Performance: decreasing the CPU frequendly winfrastructure to handle work peaks that rarelygeay but that

reduce the system performance, which is expect#d [6

« Inertia of Changes: The frequency takes some tion
adapt to the system’s needs. So, in scenarios high load
variations, DVFS could become a problem.

« Over Changes: The rapid and constant act
“overvolting” and “undervolting” the processor, itng to
fulfill immediately the system needs, could dececdbe
equipment lifetime [65].

DVFS enhancements, as seen on the right sidegoféd-i
1.8, also shows a deeper level of DVFS. The id¢a &pply it
at the core level, not at the processor level gfobal unit.
Another work is trying to decrease the gap betweaage
and frequency changes. The idea is to optimizeptbeessor
and build a fast DVFS that adapts quickly to systereds.

For the conscious resource provisioning in Greu®€
environments, we propose a hybrid strategy thas pseblic
Cloud as an external resource used to mitigate Bieaches
due to unexpected workload peaks. In parallelttieroptimal
use of local resources, we propose a strategy ohmic
reconfiguration of the VMs attributes, allocatedthre data
center. Given the distributed model presented éngtrevious
section, we used the Cloud simulation tool CloudSimulate
the university data center environment and workload

VIIl. OPTIMIZING GREENCLOUDS THROUGHLEGACY
NETWORK INFRASTRUCTUREM ANAGEMENT

A. Scope and Context

Traditionally, computer systems have been deeslo
focusing on performance and cost, without much eoméor
their energy efficiency. However, with the adveffitnaobile
devices, this feature has become a priority becatifee need
to increase the autonomy of the batteries.

Recently, the large concentration of equipmentata
centers brought to light the costs of inefficienhery

would decrease the quality of service if the agtian was
running on a server fully occupied [66].

The strategy used to deal with this situation hig t
workload consolidation that consists of allocatihg entire
gforkload in the minimum possible amount of physical
resources to keep them with the highest possibdeigancy,
and put the unused physical resources in a stdtswoénergy
consumption. The challenge is how to handle ungatied
load peaks and the cost of activation of inactigsources.
Virtualization, widely used in the Cloud approaand the
ability to migrate virtual machines have helpedrplement
this strategy with greater efficiency.

Strategies to improve efficiency in data centergehbeen
based mainly on the servers, cooling systems anglepo
supply systems, while the interconnection netwaoskich
represents an important proportion of consumptiuas not
received much attention, and the proposed algostfonload
consolidation of servers, usually disregard thesotidation of
network traffic.

The concepts of Green IT, albeit late, have atdvesed
design and configuration of network equipment, ilegdo
Green Networking, which has to deal with a cenpralblem:
the energy consumption of traditional network equépt is
virtually independent of the traffic workload. Th@reen
Networking has as main strategies proportional aging that
applies to adjust both the equipment processingdspach as
the links speed to the workload, and the traffinsmidation,
which is implemented considering traffic patterms aurning
off components not needed. According to [67], tiadally
the networking system design has followed two ppies
diametrically opposed to the aims of Green Netwagkiover-
sizing to support demand peaks and redundancyéosingle
purpose of assuming the task when other equipnadnfrhis
fact makes Green Networking technically challengingth
the primary objective of introducing the concepteufergy-
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aware design in networks without compromising panfance
or reliability.

While the techniques of Green Networking begirb&o
standardized and implemented in the new networkpetgnt,
a large amount of legacy equipment forms the iifuature of
current data centers. In the works to be preseittézlshown
that it is possible to manage properly these devioemake
the network consumption roughly proportional
workload.

Thereby, there is the need and the possibilitadd, to
the Green Cloud management systems, means of dtitera
with the data center network management system,
synchronize the workload consolidation and sersbtgdown,
with the needs of the network traffic consolidation

Taking into account that the more efficient becsrtiee
management of virtual machines and physical servéies
greater becomes the network participation
consumption of the data center, the need to incheateiork
equipment in green cloud model is reinforced.

two core switches with a 24 ports module for eviety racks
will be required. The module’s port speed may beGl§abit
Ethernet or 40 Gigabit Ethernet, according to thgregation
switches uplinks.

In traditional facilities, the implementation and
management of this redundancy is done by the Spgriniee

Protocol and in most recent configurations by the

to théMultiChassis Links Aggregation Protocol (MC-LAG),high

allows using redundant links simultaneously expagdits
capacity, as described in [69].

Extensions to the Organization Theory Model:
to To include the management of legacy network egaim
in the model proposed by [5], such that the network
consumption becomes relatively proportional to thedfic
workload and the energy savings contribute to therall
efficiency of the system, it is proposed to add fibléowing

in théal to elements to its architecture:

1) Management Roles

Add to the "System Operations" components the

The principles suggested in recent papers by akvefNetwork Equipment Management" role, which acts aas

authors for power management in legacy network mgent
are presented, and their application to optimize approach
of green cloud is proposed.

B. Proposals and Solutions

The proposal considers the network topology tfpécal
data center shown in Figure 8, where the switchesaanged
in a hierarchy of three layers: core layer, aggiegdayer and
access or edge layer. In this configuration, tieredundancy
in the connections between layers so that the riailf a
device does not affect the connectivity.

Consequently, we consider, in our model, that gack
accommodates forty servers and two access layechmsi
Each of these switches has 48 Gigabit Ethernes @ortl two
10 Gigabit Ethernet uplink ports, and each senas two
Gigabit Ethernet NICs (Network Interface Contraleeach
one connected to a different access switch.

Core

Aggregation

=

S BEEIIINES

Figure 8. Typical network topology of a data cerfé&].

interface between the model and the network equipineing
responsible for actions taken on these devices sagh
enabling and disabling ports or equipment or chaht§e
LAG protocol settings.

The "Monitoring Management" role, responsible for
collecting structure information and its undersiagd should
be augmented with elements for interaction with tieévork
management system to provide data, from which tessan
be made about the port speed configuration, ofirtgron or
off components and ports. These decisions will bieled by
the rules and beliefs.

2) Planning Rules

These rules are used when decisions must be taken,
therefore, rules to configure the network equipmemt
accordance with the activation, deactivation anlization of
physical machines should be added.

To implement the settings pointed out in [68].eably
presented, the following rules are proposed:

01 If a PM (Physical Machine) is switched off, the
corresponding ports of access layer switches meduimed
off.

(1 If the occupation of a PM is smaller than a preset
value, network interfaces and corresponding acsestches
ports must be slowed down.

1 If the aggregate bandwidth of the downlink porftsuo
access layer switch is smaller than a preset véhed, uplink
ports must have their speed reduced.

1 If an access layer switch has all its ports offpust be
turned off.

0 If an access layer switch is turned off, the
corresponding ports of the aggregation layer switukst be

We also consider that if there is only one racky,ned off.

aggregation layer switches are not required, anib U2 racks
can be attended by 2 aggregation layer switchds twienty
four 10 Gigabit Ethernet and two 10 Gigabit Ethéroe 40
Gigabit Ethernet uplinks, with no need for coretsives.
Finally, the model assumes that, with more thamatXs

1 If the aggregate bandwidth of the downlink poftsuo
aggregation layer switch is smaller than a preséiies their
uplink ports must have their speed reduced.

0 If an aggregation layer switch has all its ports i
must be turned off.
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[ If an aggregation layer switch is turned off, theno. P Fastx 0,3

corresponding port of the core layer switch mustuseed off.

[J If a module of a core layer switch has all itstpaff,
it must be turned off.

[] If a core layer switch has all its ports off, iush be
turned off.

[0 All reversed rules must also be included.

1)

In this expression, the power in Watts is cala@daby
summing the BP (Base Power), which is a fixed valoecific
to each device, and the consumption of every aqiwe at
each speed, which is the variable component.
consumption of each type of port is specific tohedevice,
but the proposed values are the average valuesdatgao

The

The application of these rules does not affect thiée works already cited.

reliability of the network, since port and devicase only

In equation (1), if the switch is modular, the dgower

turned off when servers are turned off. The systewfthe chassis must be added.

performance will only be affected if the networkugmgmnent
activation cost is bigger than the server activatost.

For more efficiency in traffic consolidation, timeodel
should consider the racks in virtual machines alion and
migration strategies, and rules that consolidatvaphysical
machines in as fewer racks as possible are negessar

3) Beliefs

They are a set of empirical knowledge used to awr
decisions, and are linked to the used resourceadeaistics
and to the type of services implemented in eachipease.

For each of the rules listed in the previous paply, a
belief related to energy consumption should beedtalf we
consider [70], examples include:

During the simulation, when servers are conneaed
disconnected, the simulator must apply the network
management rules by turning on or off the corredpanports
or configuring its speed, and update the calculatibthe total
consumption of the network.

In order to analyze the system performance and SLA
violations, the model must know the time needegubinto
operation each type of equipment, and at the moroktte
server’s activation, compare the uptime of the eewith the
uptime of the network equipment and use the greates

IX. CONCLUSIONS

The work “Decision-Theoretic Planning for Cloud

"1 Disconnecting a port on a switch access laygkomputing” has presented a decision-theoretic niagleio

generates a saving of 500 mwh.

decision making for CC management in an AC contesing

"1 Decreasing the speed of a port from 10 Gbps tdisG {he MDP as a mathematical framework, contributiagtite

generates a saving of 4.5 Wh.

It will also be necessary to include beliefs ahibat time
required for a deactivated port or device to becoperational
after the boot. These beliefs will be used to mekeisions
that must consider performance requirements.

Simulation Model:

state-of-the-art in CC research in the sense thatkles the
phase planning of an autonomic cycle with a mathieada
model which takes into consideration the unceryaifitaction
resulting in complex systems such as a CC managemen
systems. For future work, the following steps wile
considered: A big data model to feed the transifiomction

The typical data center network topology, rulesd angreated with the monitoring data bases; ExtendibedStack

beliefs proposed form the basis for building a datian
model to validate different strategies and rulesspecific
settings and with different workloads. As alreadyné in
previous works by [5], it is possible to expand leudSim
[71] or work on some of its extensions as Teach@€g@].

to implement the model on its resource managerpantbrm
experiments to observe the performance of the madeking
decisions; Analyze a meta-management model to oithe
autonomic planner; and Research methods of actsmovery
and learning.

The simulator must create the network topology and The work “An Architecture for Risk Analysis in Cldu

calculate their initial consumption based on theoamh of
physical servers using the following rules:

presented a model of shared responsibilities & aihalysis in
cloud computing environments. In addition to theditional

") If the number of servers is smaller than 40, thec and CSP agents the model adds the ISL agenthwii
topology will have only two access layer switchegegponsible for identifying and specifying the ségu

interconnected by their uplink ports. Turn off uadgorts.

0 If the number of servers is greater than 40 andllsm
than 480 (12 Racks), put two access layer switbhesvery
40 servers or fraction and two aggregation layeitches
interconnected by their uplink ports. Turn off uedgorts of
both layers switches.

[ If the number of servers is greater than 480, yapip
previous rule for each group of 480 servers ortiva¢ add
two core layer switches and put on each switch gp@ds
module for each 5,760 servers (144 racks) or fsactTurn off
unused port.

requirements. The model presented in this paperarns
initiative to allow the CC can perform the risk bisés on its
current or future CSP, and this risk analysis alr current,
unbiased and reliable. The characteristics predeintethis
article aim at generating a more reliable risk gsialfor CC,
so that it can choose its CSP based on more sdbdnation.
Several papers on cloud computing indicate the tH#ctust
from CC to CSP as a relevant factor in avoidingghechase
of cloud computing services. A risk analysis cahtageduce
or eliminate this suspicion and boost the acquoisitf cloud
computing services. The presented model perforfneeaand

The equation to calculate the consumption of thgyiaple risk analysis, because the analysis isceotered in

switches and modules is:
Power (W) = BP + no. P 10Giga x 5 + no. P Giggx®©

the CSP. The identification and quantification lofetats and
vulnerabilities are carried out collaboratively tseveral
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laboratories. Safety and impact on information @ssee
quantified by the CC. The risk analysis of the msgd model
is broad, because the security requirements ar@edeby
specialized laboratories and the CC itself defiresd
quantifies their information assets. It is dynanfiecause the
various ISLs can modify their security requiremerits
considering new vulnerabilities in future risk ayzas. This
work opens possibilities for the development of ufet
research. There is a need for research on theitilizof the
data reported between CSP and ISL during risk aislyrhe
RDL - Risk Definition Language can be further explb in

pushes for a constant technological evolution indiced
equipment, as well as smartphones, tablets anddaphat are
used to access the images and the communicatidghesé
devices with the cloud. The presence of commurnati
resources in daily life over Wi-Fi, 3G, 4G or WiMasaching
high data transmission rates, enables access tocahed
diagnostics at a distance using Internet-connectexbile
devices, downloading DICOM images with an apprdpria
application. The use of a cloud-based PACS hagtia¢ of
showing the archiving of medical exam images fraffecent
locations in a centralized repository, lowering tineestments

specific jobs. Further research should be done loa ton storage and processing infrastructure for halspiand

inferences on the results of risk analysis. Thegénces can
help all stakeholders in understanding the caub@scments
and their solutions. Finally, there is the needextend this
work in order that the proposed model can also ssigthe
controls or countermeasures to the CSPs.

The work “Risk-based Dynamic Access Control for
Highly Scalable Cloud Federation” presented a biaked
dynamic access control system to enable cloud dides
without the need, but allowing the possibility, wfentity
federations. By eliminating the need for identigdérations
our proposal eases the creation of cloud fedemtisimce it
doesn't depend on the establishment of agreeraedtsircles
of trust, also enhancing scalability, by avoidihg formation
of ‘“identity islands” [44]. The main contributionsf this
paper are the definition of a risk-based accessraosystem
for cloud federations and the proposed use of pigicies in
the form of XML files to allow the use of differemisk
metrics and quantification methods that are notessarily
predefined. The proposal is flexible enough to Iarithe
needs of a cloud federation and the performanckuatiens
indicate that it is scalable and that the riskneation process
is not a big hindrance in the process, especidiythe
quantification is performed locally. In comparisaa the
related works we first have to clarify that we hamet
implemented a whole cloud federation system, sihds a
huge task and not our focus. We have, however rithescand
implemented a simple federation model that is sigfit for
our access control research and we can highlight dur
proposal is the only that uses risk-based acceassotoAlso,
we still allow the use of identity federations, lofiter a choice
of establishing the cloud federation without theechefor
Federated Identity Management. Compared to the sviirat
deal with risk-based access control in cloud, guor@ach has
the advantage of allowing the resource owner toosto
different risk quantification and aggregation emginhrough a
risk policy definition file, also the cloud that $ts the resource
can define a baseline risk policy, to ensure itsimim
security requirements are met. As future work wegee the
possibility of enlarging the federation used in experiments
and deploying it to real use. Also we want to expléurther
the use of the risk policies with different risk tmes and
guantification methods.

The work “Challenges of Operationalizing PACS ool
Over Wireless Networks” presented the need forifiganore
precise diagnostics allowing effective treatment patients

clinics. On the cloud, doctors and patients mayalize these
images through any connected mobile device thatiges
Internet access. The test results were satisfaotonsidering
data transmission rates, showing that mobile deviemed a
cloud-based PACS present a viable solution forptiaetice of
delemedicine.

The work “Environment, Services and Network
Management for Green Clouds” proposed an integnaiedel
of environment, services and network managemengifeen
clouds based on organization model of autonomowentag
components. Concepts related to cloud computinggeedn
cloud computing were presented. We demonstratettiiea
proposed solution delivers both reliability and tairgbility,
contributing to our goal to optimize energy utitiba. Tests
were realized to prove the validity of the systeynultilizing
the CloudSim simulator from the University of Mellvae in
Australia. We have implemented improvements relatied
service-based interaction. We implemented migrapiolicies
and relocation of virtual machines by monitoringdan
controlling the system. We achieved the followirggults in
the test environment: Dynamic physical orchestratand
service orchestration led to 87,18% energy savingsen
compared to static approaches; and Improvementoad |
balancing and high availability schemas provideta8,03%
SLA error decrease. We are building a unified power
management strategy for green cloud computing, maing
the total power consumed by including network devpower,
server power, and cooling power.

The work “Provisioning and Resource Allocation @reen
Clouds” presented strategies for allocation andvigioning,
both aimed at optimizing the energy resource withou
sacrificing service availability. The allocationragegy in
private clouds, compared to a normal cloud, dematet a
87% reduction in energy consumption. It was obskrtiet
this strategy is not effective in scenarios wheeeworkload is
oscillating. That's because it ends up generatom rhuch
unnecessary reconfigurations and migrations. Degpit, it
stil shows a significant gain in energy savings ewh
compared to a cloud without any strategy deployEde
hybrid strategy for provisioning in green cloudsptbnstrated
a 52% consumption reduction over the SR strategy, @&
timeout rate 3% lower than the OD strategy. Thug w
conclude that the use of this strategy is recommenich
situations where the activation time of the reseuis
expensive for the health of SLA. We also identifiedt using

46



Westphall, C. B.; Westphall C. M.; Koch, F. L.;a¢t/ Revista de Sistemas de Informag&o da FSMA31§2014) pp. 30-50

this is not recommended when the public cloud shbel used
sparingly due to their course or other factors.flkare work,
we aim at adding the strategy of Dynamic Reconfigian of

VMs in public clouds. This procedure was not addptepossible.

because, during the development of this work, féesure was
not a market reality. We also intend to invest iawn
simulations of the cloud extending the variablescks as
DVFS and UPS) and, if possible, explore some aiifi
intelligence techniques such as Bayesian netwotks,

the network and without any compromise of the pentnce.
In a hypothetical situation of low utilization, ayer saving of
approximately 45% through proper workload consaiatais
It was thus demonstrated the possibibtyd
desirability of extending the green cloud managenmsodel
as proposed. As future research, it is proposestinue this
work by developing the necessary extensions to d3ou to
implement the model, and perform experiments terdene
the most effective rules and virtual machine allimea

recalculation of beliefs. Our PCMONS (Private Clougolicies, and the actual contribution of the made$cenarios
Monitoring System), open-source solutions for cloudvith different configurations, real workloads arakihg into
monitoring and management, also will help to mangggen account possible violations to the SLA. To evaludte
clouds, by automating the instantiation of new uese usage. applicability of the model, it is also proposeddetermine,
We foresee, in opposition to unexpected peaks sosnavork through simulation, how many times a day a pos device is
with cloud management based on prior knowledge hef tturned on and off in real scenarios, and its péssibpact in
behavior of hosted services. It is believed to beessary to equipment failure rate. Finally, since system penfance may
develop a description language to represent thuetstie and be affected if the network devices activation cissbigger

behavior of a service, enabling the exchange arinfition
between applications for planning,
managing the cloud.

than the server activation cost, it is also suggest study the

provisioning, danproper network configuration and technologies toid\his

situation, with special consideration to protodblat manage

The work “Optimizing Green Clouds through Legacythe links redundancy and aggregation, like the SpanTree

Network Infrastructure Management”
concepts related to Green IT were first preserited, Green

Cloud and Green Networking, demonstrating the netd

considering the network equipment in strategiesgdesl to

presented baskrotocol, MC-LAG, and other new networking standafadr

data centers.
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