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Abstract—Cloud computing is a distributed computing model
that still faces problems. New ideas emerge to take advantage
of its features and among the research challenges found in the
cloud, we can highlight Identity and Access Management. The
main problems of the application of access control in the cloud
are the necessary flexibility and scalability to support a large
number of users and resources in a dynamic and heterogeneous
environment, with collaboration and information sharing needs.
This paper proposes the use of risk-based dynamic access control
for cloud computing. The proposal is presented as an access
control model based on an extension of the XACML standard with
three new components: the Risk Engine, the Risk Quantification
Web Services and the Risk Policies. The risk policies present a
method to describe risk metrics and their quantification, using
local or remote functions. The risk policies allow users and cloud
service providers to define how to handle risk-based access control
for their resources, using different quantification and aggregation
methods. The model reaches the access decision based on a
combination of XACML decisions and risk analysis. A prototype
of the model is implemented, showing it has enough expressivity to
describe the models of related work. In the experimental results,
the prototype takes between 2 and 6 milliseconds to reach access
decisions using a risk policy. A discussion on the security aspects
of the model is also presented.

I. INTRODUCTION

Cloud computing is a model for delivering computational
resources and services to users through the Internet, providing
features such as easy access, elasticity and resource sharing

[1].

With the development of cloud computing and a broader
adoption of the model, new ideas emerge to leverage its
features even further. Among these ideas, we can highlight
cloud federations, which aim to make possible the sharing of
resources among several clouds grouped in a federation.

Some problems still have to be faced in the scenarios of
cloud computing and cloud federations, and those related to
security deserve special attention [2]. The increasing number
of users and resources available in the cloud, coupled with the
great dynamism and heterogeneity of this environment makes
it necessary to securely and efficiently manage who are these
users and which resources they can access.

Identity and Access Management (IAM) is fundamental
to ensure characteristics such as privacy, confidentiality and
integrity of data in the cloud [3, 4]. Although access control is
fundamental for cloud security [5], traditional access control
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models, which are still the most widely implemented in the
cloud, present problems in this kind of environment.

Dynamic access control models, such as those based on
risk and context, were developed to deal with the problems
of highly dynamic environments [6]. Also, these models are
able to deal with exceptional access requests, when a normally
unauthorized user must be granted access to perform a critical
action. This is known as “break the glass”.

The main issue solved by this kind of access control model
is flexibility in accessing resources. Traditional models employ
rigid and static access control policies. These policies reach
their intended security goals, but are not well suited to dynamic
and heterogeneous environments like the cloud, which present
a constant change in the available users and resources.

This paper presents a model for dynamic risk-based access
control for cloud computing. The system manages the access
of users to cloud resources using the quantification and aggre-
gation of risk metrics that are defined in risk policies, which
are created by the owners of the resources. The risk-based
model is built on top of an eXtensible Access Control Markup
Language (XACML) architecture and, therefore, allows the
use of Attribute-based Access Control (ABAC) coupled with
the risk analysis. This combination provides great flexibility
for access control for both the users and the Cloud Service
Providers (CSP).

The rest of this paper is organized as follows: Section II
describes the basic concepts of cloud computing, cloud feder-
ations, identity and access management; Section III presents
the proposed model; Section IV describes the implementation
and results; Section V discusses the related work; and Section
VI is the conclusion.

II. CLoUD COMPUTING, IDENTITY AND ACCESS
MANAGEMENT

The cloud computing paradigm has been successful be-
cause of its scalability and reduced costs, but some authors
claim that in order to use its full potential, a step must be
taken toward cloud federations [7].

A. Cloud federations

A cloud federation comprises services from different
providers aggregated in a set that supports three basic inter-
operability features: resource migration, resource redundancy



and the combination of complementary resources or services

[8].

Several proposals and architectures for cloud federations
are being discussed in the literature, but they all share the same
idea of aggregating sets of clouds through the use of standard
protocols, allowing them to interact and utilize resources of
one another. This is also known as multi-clouds or clouds of
clouds [9, 10].

The main benefits of this model are an increase in scal-
ability and availability, as well as reduced costs, because
providers can outsource their resources. It is also expected that
the migration of resources improves interoperability among
clouds, avoiding problems such as vendor lock-in.

There are also proposals for the creation of an Intercloud,
aggregating clouds in a global scale the same way that the
Internet aggregates networks [11, 12]. Some of the main cloud
federation works being developed are funded by the European
Union: Contrail, Reservoir and mOSAIC [13].

B. Identity and Access Management

Identity and Access Management comprises the processes
related to the identification, authentication, authorization and
accountability of users in computer systems. Authorization or
access control is the process through which the system ensures
that access requests are validated with well-defined rules [14].

Those rules are known as policies and the way that these
policies are defined and managed constitutes an access control
model.

In Federated Identity Management (FIM), digital identities
are shared among Users, Identity Providers (IdP) and Service
Providers (SP). A federation is an association comprised by
any number of SPs and IdPs [15]. Trust is implicit in this
definition [16], with every participant being expected to trust
the others, in what is known as a Circle of Trust (CoT).

The main problems with the FIM approach are the need for
negotiating the CoT, which can hinder dynamic collaboration
[17] and the use of an extensive number of protocols and
standards, which reduces interoperability. Those problems lead
to a reduced scalability in practical applications [18].

At this point, it is important to make a distinction between
cloud federations and identity federations. Cloud federations
share resources among different CSPs, while identity federa-
tions share identity information among different domains. The
trust requirements and assumptions are not the same in each
case.

An access control system considers Subjects trying to exe-
cute Actions on Resources and is comprised of policies, which
describe what is permitted in the system, and mechanisms for
enforcing the policies.

Access control systems are categorized into models, and
the most traditional models are Discretionary Access Control
(DAC), Mandatory Access Control (MAC) and Role-based
Access Control (RBAC) [19]. However, the emergence of new
system architectures such as Web-based and other distributed
systems led to the development of new models, among them
Attribute-based Access Control (ABAC) and Usage Control
(UCON).

Despite the fact that unauthorized disclosure, denial of ser-
vice and data tampering are still critical, new kinds of systems,
characterized by distribution, automatic reconfiguration and
dynamism present new challenges for access control systems.
Models such as cloud computing, pervasive and ubiquitous
computing and computer grids fit those needs [20, 21].

C. Risk-based access control

Traditional access control models rely on static authoriza-
tion, i.e., every access decision is pre-established, based on
the policies. The idea behind dynamic access control systems
is that every access request must be analyzed in its context,
dynamically, taking into account not only the policies, but also
contextual information such as security risk, operational need
and benefit of the action for the system and the users, among
others.

In real applications, unexpected situations often require the
violation of security policies. This may occur because policies
are incomplete or incoherent, sometimes even conflicting. The
most usual examples of such needs are in medical and military
applications, where the need to take actions may save lives
and system stagnation may cause serious harm. The support
for this kind of situation is known as “break the glass” and it
is an approach for providing flexibility to policies [22].

Dynamic access control models are characterized by the
use of a function that evaluates in “real time” each access
request. Features that can be taken into account by this function
include risk, need, benefit, trust and context. The dynamic
nature of access control is captured in these models because
access decisions may vary according to contextual information
evaluated at the time of the request.

Risk is the potential damage that can arise from a process
and is usually represented by the probability of occurrence of
an undesired event multiplied by its impact [23]. Risk metrics
are a way to quantify assets, threats and vulnerabilities of a
system. Also, risk is different from uncertainty, because risk
can be measured and managed [24].

Risk-based access control systems perform a risk analysis
on access requests to reach an access decision. This analysis
can be qualitative or quantitative, automatically attributing a
numeric value to risk.

Risk quantification is easier in situations where there is
a history of events and impact can be easily measured. Also,
other components besides probability and impact may be taken
into account. These are the reasons why there are different
risk-based access control models.

The Risk-adaptive Access Control (RAdAC) model, devel-
oped by the NSA, is a pioneer and best suited for military
applications [6].

Some challenges to achieving risk-based access control are:
calculating security risk in real time; determining operational
need; quantifying trust level; using heuristics to reach access
decisions; and allowing access revocation at any time [25].

Some approaches to risk quantification use fuzzy logic [26,
27], others employ machine learning [28] and still others use
probabilistic inference, decision theory etc.



D. Architectures for access control systems

The main reference architecture for access control is
presented in RFC2904 [29]. It defines four components for
an access control system: the Policy Retrieval Point (PRP),
where policies are stored and retrieved; the Policy Information
Point (PIP), where information useful for access decisions are
retrieved; the Policy Decision Point (PDP), where policies are
evaluated and access decisions are achieved; and the Policy
Enforcement Point (PEP), which protects sensitive resources
and forwards access requests to the PDP.

XACML is a standard for access policies, requests and
responses, as well as a reference architecture for access control
systems [30]. It is based on RFC2904, but renames the PRP
to Policy Administration Point (PAP).

III. A MODEL FOR DYNAMIC RISK-BASED ACCESS
CONTROL IN CLOUD COMPUTING

The access control model proposed in this work is risk-
based and employs the notion of quantifying risk metrics and
aggregating them. It also presents the idea of risk policies,
which allow CSPs and resource owners to define their own
metrics, allowing greater flexibility to access control.

Figure 1 shows an overview of the model, which is an
XACML extension, and its components. The following new
components were added to the XACML core components:

e Risk engine - Called by the PDP to process risk-
based access control. Responsible for analyzing and
processing the risk policies associated to a resource
and invoking the risk quantification and aggregation
methods described in each one. It is different in each
CSP, because it implements locally the quantification
methods which are available in the CSP. If users
want to use other methods, they must provide an
implementation of these methods in the form of a web
service, whose URL is in the risk policy;

e Risk Quantification Web Services - Responsible for
quantifying the risk in every access request. It is
possibly implemented by users. Each web service is
responsible for receiving an access request forwarded
by the risk engine and returning a numeric value that
represents the quantification of the risk metric; and

e Risk policies - Define how risk-based access control
must be evaluated for each resource.

In the proposed extension, when an access request is
received, the PDP may perform two access control decisions
in parallel. On the one hand, the PDP performs the ABAC de-
cision, based on the XACML policies related to that resource.
On the other hand, the PDP and the risk engine perform the
risk-based access decision, according to the risk policies.

The possible results of evaluating a risk policy are the
same as those of an XACML evaluation: PERMIT, DENY,
NOTAPPLICABLE and INDETERMINATE.

After evaluating all of the policies, the PDP has two access
decisions: one based on the XACML policies and one based
on the risk policies. The decisions may be incompatible and
must be combined to achieve a single final result. To that end,
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Fig. 1. Overview of the access control components

four policy combination methods are defined: Deny overrides
- the result is DENY if any of the evaluations is DENY; Permit
overrides - the result is PERMIT if any of the evaluations is
PERMIT; ABAC precedence - the final result is the same of
the XACML result; and Risk precedence - the final result is
the same of the risk-based result.

A. Risk policies

A risk policy is an XML file which describes to the CSP
how the risk-based access control must be performed for a
determined resource. This file is created by the owner of
the resource and stored in the CSP. Each policy contains an
identification of the related resource, an identification of the
owner of the resource, a series of risk metrics with their
descriptions and quantification methods, a risk aggregation
method and an acceptable risk threshold.

Quantification methods are the functions used to give a
numeric value to a risk metric, based on the access request.
An aggregation method is a function which receives the risk
values calculated for each metric and aggregates them in a
single value. Two kinds of quantification methods are allowed:
local or external. Local methods invoke functions defined in the
risk engine itself, while external methods invoke web services.

It is important to highlight that the owner of a resource can
always opt if the resource can be accessed through risk or not,
in order to maintain the flexibility of the proposal. The CSP
can also opt if it accepts its resource to be accessed this way.
If the CSP agrees to risk-based access control, but the user is
against it, the user decision prevails.

Besides the risk policies associated to each resource, the
CSP must make available a basic risk policy. The basic policy
is also an XML file, but defined by the CSP, which contains
the minimum risk metrics that the system demands, as well as
a minimum risk threshold.

The basic policies of each CSP are evaluated in every
access request, before the specific policies of each resource. If
the basic policy is violated, the risk-based access decision is
immediately a DENY. In this case, the specific policies of a
resource are not even processed. Therefore, the basic policies
are important to maintain the minimum security requirements
of a CSP, at the same time allowing flexibility in access control.
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Fig. 2. Decision process step by step

B. Decision process

Figure 2 presents the proposed access control decision
process step by step. Step 1 is the issuing of an access request
by the subject to a cloud resource. The PEP receives this
request and forwards it to the PDP (step 2). The PDP requests
to the PAP the XACML and risk policies associated to the
resource (step 3) and gets them as response (step 4).

At this point, both access decisions take place in parallel.
For the XACML decision, the PDP requests to the PIP the
attributes informed in the policy (step 5a), get them as response
(step 6a) and the access request is then evaluated in the
traditional way by the PDP.

For the risk-based decision, the PDP first verifies if the
resource may be evaluated this way. This permission must be
given by the CSP and by the owner of the resource and is
represented by the existence of risk policies associated to the
resource. If there are no associated risk policies, the access
decision is NOTAPPLICABLE.

If there are associated policies, the PDP forwards the access
request to the risk engine (step 5b), which firstly analyzes
the basic risk policy to which the CSP is subjected. If the
evaluation of the basic policy returns PERMIT, the risk engine
analyzes the risk policies and performs the quantifications
according to the specifications (steps 6 and 7). If the risk
quantification is done locally, a function in the risk engine
itself is executed (steps 6¢ and 7c) and if it is done externally,
a web service is invoked for the quantification (steps 6b and
7b).

Risk metrics are aggregated in a single value and the risk
engine returns a decision to the PDP (step 8b). The PDP,
having received the XACML and risk decisions, applies one
of the policy combination rules, which is previously defined
by the CSP, and decides to grant the access or not, sending
the response to the PEP (step 9). The PEP is then responsible
for analyzing and applying obligations (step 10).

C. Cloud Federations

One of the greatest challenges in establishing and main-
taining a cloud federation is IAM [31]. For a CSP to trust
the identity information of users from another CSP, they both
must share some agreement of trust, thus this process is usually
mediated by an identity federation.
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Fig. 3. Access control model inserted in a cloud federation

However, as stated in section II, the identity federation
approach presents two big problems in real scenarios: trust
agreements and interoperability. We propose to use our risk-
based access control model to allow the use of cloud federa-
tions without the need for identity federations. This part of the
model is presented in more details in dos Santos et al. [32].

To solve the issue of trust agreements in identity federa-
tions, we take advantage of the fact that the establishment of
a cloud federation represents a level of trust among providers,
however lesser than in an identity federation. The participating
clouds may not trust identity information shared among them
and this need for trust can be filled by a risk metric in access
control.

The issue of interoperability among federations cannot
be fully solved by using risk-based access control, but it is
alleviated. Interoperability has to happen in two levels: in the
message format level and in the attribute level. In the message
format level, it is still necessary that entities communicate
using a standard protocol, such as Security Assertion Markup
Language (SAML). Nevertheless, in the attribute level, even if
the two parties do not agree on which identity attributes to use,
it is still possible to use risk-based access control. In this case
the access request would be treated as an exceptional access
request as those described in section II, i.e., an access request
by a subject that would usually have a permission denied.

To describe the use of access control in the cloud federa-
tion, we first define the architecture for the cloud federation to
be used. The goal of the architecture is to ease collaboration
among cloud providers. The main idea is that several clouds,
public or private, can aggregate and share their resources,
allowing users to instantiate their resources in any point of the
federation. The federation architecture with the access control
model is presented in Figure 3.

The main components of the federation are: CloudManager
- connects a CSP to the federation and contains several



services, inside of which the access control is performed;
and FederationManager - connects the CloudManagers, acting
as a list of available CloudManagers and managing message
exchange among them. As shown in Figure 3, some of the
clouds may form identity federations among themselves, while
others choose not to.

Users see two kinds of cloud in this scenario: a home
cloud, representing their original CSP and foreign clouds,
representing the other CSPs. Users may instantiate and access
resources in both kinds of clouds, but each action has its
particularities.

When instantiating a resource, users may choose if they
wish to do so on their home cloud or on a foreign cloud.
If the resource is instantiated on the home cloud, it can be
private to users of that cloud or public, accessible to users of
any cloud. If the resource is instantiated on a foreign cloud,
it must be public. At the instantiation, users must create a
XACML policy related to the resource and, optionally, a risk
policy. The creation of the risk policy signals the intention
of using risk-based access control for that resource. If both
policies are created the user must also choose a combination
rule.

When users try to access a resource instantiated in their
home cloud, the request is handled by the CSP itself, with
no interference from the federation components. When users
try to access a resource in a foreign cloud, this request goes
from one CloudManager to another, where it is handled by the
risk-based access control model.

D. Considerations about the proposal

The use of risk-based access control for cloud computing
allows the possibility of a great flexibilization in accessing
resources and information. This use, however, may also bring
problems, since risk analysis may be a very subjective process.
Therefore, the choice of using risk-based access control must
be made firstly by the CSP and then by the users. Also,
supporting obligations, embedded in XACML3.0, is important
for monitoring and accountability.

Using XACML and risk decisions in parallel and combin-
ing them creates an array of possibilities for access control.
Dynamic risk-based access control can have a greater or
smaller influence in the final decision. If the system uses only
ABAC, risk has no influence in the decision; if it uses only risk,
ABAC has no influence; and between these extremes there are
possibilities for giving priorities to one or the other or requiring
both to reach the same decision.

The proposal of risk policies allows the use of diverse risk
quantification methods and also allows users to define their
own methods. The proposal ensures the fulfillment of mini-
mum security requirements through the use of basic policies.

Another important characteristic of the model is the pos-
sibility of distributing and replicating policy points, to avoid
single points of failure. This is inherited from XACML and
kept in the extension, since the new components may also be
distributed and replicated.

The main limitations of the proposal are the overhead
caused by processing risk policies and the performance degra-

dation when using web services. The performance of the
proposal is analyzed in Section IV.

Issues such as secure protocols for message exchange and
authentication are not discussed in the proposal because the
model considers authentication to be secure, in order to focus
on authorization.

The use of risk-based access control in cloud federations
decreases the need for using identity federations in these envi-
ronments. This happens because the establishment of a cloud
federation already requires a level of trust among members and
also because it becomes possible to use authentication provided
by each CSP separately.

The possibility of not using identity federations has the
advantages of avoiding scalability and interoperability issues
caused by FIM. However, the level of trust among individual
providers is diminished, which could lead to restricted access
and a greater need for auditing and accountability.

In the end, the choice between identity federations or risk-
based access control is a choice between a greater level of
trust or greater interoperability and scalability.

IV. EXPERIMENTAL RESULTS

The proposed model was implemented in three stages: the
access control model; the cloud federation; and the risk quan-
tification and aggregation methods. All the implementation was
done using the Python language.

The access control system uses the ndg-xacml module to
handle XACML requests and the web.py framework for the
web services. The implementation of the federation was simpli-
fied to highlight the access control aspects, so features such as
resource migration were not implemented. The federation uses
the ZeroMQ framework for message exchange; the peewee
framework and the MySQL database for data persistence; and
the OpenNebula cloud management software.

To test the implemented system and show the expressivity
of the model, two methods presented in related work were
implemented. The chosen methods were: Britton and Brown
[33] and Sharma et al. [34], which uses three risk metrics:
impact on Confidentiality; impact on Availability; and impact
on Integrity. The paper [34] presents a table relating actions
and resources showing predefined risk impacts for each metric.
The risk value of each metric is aggregated according to a
formula to obtain a final result. The risk policy representing
the model is as follows:

Listing 1. Risk policy for Sharma et al. [34]
<rp:risk-policy wversion="1.0" xmlns:rp="http://inf.
ufsc.br/ danielrs">
<rp:resource id="1"/><rp:user id="1"/>
<rp:metric-set name="sharma2012">
<rp:metric>
<rp:name>Confidentiality</rp:name>
<rp:quantification>https://
localhost:8443/quantify-conf</
rp:quantification>
</rp:metric>
<rp:metric>
<rp:name>Availability</rp:name>
<rp:quantification>https://
localhost:8443/quantify-avail</
rp:quantification>



</rp:metric>
<rp:metric>
<rp:name>Integrity</rp:name>
<rp:quantification>https://
localhost:8443/quantify-int</
rp:quantification>
</rp:metric>
</rp:metric-set>
<rp:aggregation-engine>https://localhost:8443/
aggregate</rp:aggregation-engine>
<rp:risk-threshold>1.5</rp:risk-threshold>
</rp:risk-policy>

A. Example of use

To illustrate the operation of the implementation we de-
scribe an example of use. In this example, we consider only
one CSP that stores and instantiates the resources of its users.

Suppose that Alice instantiates a virtual machine (VM) in
this CSP and decides that it accepts risk-based access control,
which is supported by the CSP. She then defines an XACML
policy, a risk policy and a combination rule for this VM. In
the XACML policy, Alice defines two types of access: (i) she
and users who belong to her group of friends can view the
machine; and (ii) only she can edit or delete the machine. All
of the other actions, for all of the other users are forbidden.
As risk policy, Alice uses the implementation of Sharma et al.
[34], which consider metrics for Confidentiality, Integrity and
Availability.

Suppose that there are two more users in this CSP: Bob,
who is in the group of Alice’s friends and Charlie, who is not.
Considering the XACML access control, when Alice tries to
access the machine for any action, her access is granted; when
Bob tries to access the machine, he has the access granted for
viewing, but not for editing or deleting; Charlie has the access
denied for any action. Considering risk, the result is the same
for any user because in the implementation the past risk score
was fixed in 1 for every user.

Let us explore an access decision for Charlie’s request to
view Alice’s VM. The request comes to the PEP and is sent to
the PDP. At this moment the XACML PDP and the risk engine
are called. In this case, the XACML decision would be DENY.
The risk decision is based on the action chosen (viewing) and
the fact that the resource is sensitive. Thus, the impact results
would be: 0 for availability (a), O for integrity (i) and 1 for
confidentiality (c) [34]. Since we have no history to base our
calculations, let us consider the probability of occurrence of
every result as 0.33 and the past risk score of every user as 1.
The aggregated risk would then be:

((@*pl) + 4 * p2) + (c * p3) + pastScore) = ((0 * 0.33)
+ (0 *033)+ (1 *033)+ 1) =1.33

Since the risk score (1.33) is lower than the threshold
defined in the policy (1.5), the risk decision is PERMIT. The
final result depends on the combination rule being used. If
the rule is Permit Overrides or Risk Precedence, the result is
PERMIT, otherwise it is DENY.

B. Experiments

To test the implementation, we used VMs instantiated in
Amazon EC2. These machines have 1.7 GB of RAM, 160GB

of storage and a CPU that corresponds to a 1.2GHz Xeon.
Three sets of experiments were performed. The first set is
a comparison among different access control policies. The
second set is an evaluation of the number of metrics in a given
policy and the third, an evaluation of the influence of local
and external metrics in the same policy. All of the times are
in milliseconds (ms).

The results of the first set of experiments are shown in
Table I, which presents the time spent to reach an access
decision using three different policies: (i) only XACML; (ii)
XACML + the policy of [34]; and (iii) XACML + [33]. All of
the quantification and aggregation functions are implemented
locally. The increasing time is due to an increasing number of
metrics.

TABLE 1. PERFORMANCE OF RISK POLICIES

[ Policy [ min. (ms) [ max. (ms) [ avg (ms) ]
XACML 0.925 4.278 1.040
XACML+([34] 1.986 11.973 2.436
XACML+([33] 4.395 14.234 5.352

In the second set of experiments, we used a risk policy
with a varying number of metrics, all quantified locally. All
of the metrics just returned random values, so we could get a
performance result based only on the number of metrics and
not on the complexity of each metric. Table II shows the results
of this set of experiments.

TABLE II. PERFORMANCE WITH A VARYING NUMBER OF METRICS
[ Number of metrics [ min. (ms) [ max. (ms) [ avg (ms) ]
1 1.832 12.130 2.243
10 2.612 12.876 3.171
100 10.922 60.442 14.030
1000 96.041 175.245 121.383
10000 1168.511 1517.364 1361.025

Increasing the number of local metrics impacts the perfor-
mance of the system, however, this impact can be tolerated
even with a huge number of metrics (10000). It is important
to notice that the impact on performance is due more to the
processing of the XML file containing the policy than to the
processing of the metrics.

In the third set of experiments, we used a risk policy
containing 10 policies which, as before, return random risk
values. In this set, four kinds of policies were defined. Case
A represents 10 requests handled only by local XACML;
case B represents 10 local risk quantification metrics; case C
represents 5 local and 5 remote metrics (web services); and
case D represents a risk policy with 10 remote metrics. In
every case the aggregation rule is local. Table 3 shows the
results obtained in each case.

TABLE II1. PERFORMANCE WITH LOCAL AND EXTERNAL METRICS
[ Case [ min. (ms) [ max. (ms) [ avg (ms) |
A 1.057 9.372 1.46
B 1.824 15.564 4.574
C 1556.182 2813.56 1726.71
D 3247.563 10350.5 4220.6

It is easy to notice that the use of web services heavily
impacts performance and that the use of 10 remote metrics
is already impracticable for an access control system. Finally,
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Figure 4 shows the growth in time spent to reach an access
decision as the number of metrics increase. The X axis is
the number of metrics and the Y axis is the time spent in
milliseconds. The solid line with square markers is for local
metrics and the dashed line with circular markers is for remote
metrics.

C. Discussion

Measuring security is not easy and for access control
systems it usually involves the definition of a set of possible
states and the proof that in no configuration of states there is
leaking of permissions [35]. Since there is no formal modeling
for risk-based access control, it is not possible to prove its
correctness and, therefore, its security. This is why there are
no experiments related to the security of the system presented
in this paper.

Hu et al. [35] recommend assessing an access control
system based on: administrative capacity and costs, policy
coverage, extensibility and performance.

The proposed model is equivalent to XACML in terms
of administrative capacity and costs, only adding the need to
manage risk policies. The coverage of policies and extensibility
of the system can be shown through the implementation of
models presented in related work. The performance of the
system was evaluated quantitatively and we can draw some
conclusions from the experiments. It can be seen that using the
system with local metrics presents a satisfactory performance
and despite a performance decrease with a bigger number of
metrics, this is expected and the system does not become inef-
ficient. The use of external metrics, however, heavily impacts
the system, because of the time spent in HT TP communication.

V. RELATED WORK

Fall et al. [21] focus on the authorization problems created
by multi-tenancy in the cloud. The authors argue that tradi-
tional access control models are static and not well suited to
the cloud, while risk-based models are dynamic and naturally
adapted to this environment. The authors propose using the
NSA RAdJAC model and identify some risk situations for the
cloud. The paper introduces the concept of risk-based access
control for cloud computing, but shows no implementation.

Arias-Cabarcos et al. [36] describe current issues in FIM
on cloud and propose using risk analysis to allow dynamic

federations. The authors propose using risk metrics to quantify
and aggregate risk and present a taxonomy of risk metrics
considering pre-federation and post-federation stages. There is
an example of use and the method is detailed. The proposal,
however, considers a fixed set of metrics, not allowing users
or providers to define their metrics.

Sharma et al. [34] show a risk-based access control model
for cloud e-health. According to the authors, RBAC does not
take into account uncertainty and risk, thus being unsuited for
the cloud. The paper presents a prototype implementation con-
sidering three metrics: confidentiality, availability and integrity.
In the model, every task to be accomplished in the system
is sent to the cloud, where a risk score is attributed to it.
The model is implemented on top of RBAC, so it uses role
delegation along with the risk analysis.

Britton and Brown [33] present a quantification method
for the NSA RAdJAC model. In their proposed model, 27
metrics are divided in 6 categories, evaluated for every access
request and aggregated to achieve a measure of the total
security risk. Their risk definition considers both probability
and impact as high, medium or low. They employ a triangular
probability distribution and a Monte Carlo simulation to find
the probability of each event, which is then multiplied by a
weight attributed by experts to each metric. Since it is a method
for military applications, some metrics are not suitable for a
general cloud application.

Several works describe authentication and authorization in
different cloud federation models [37, 38, 39, 31].

This work is an improvement on our previous work [32],
which focused on the application of a similar model to cloud
federations. In the present work, the model has been revised
and we present new experiments and a greater analysis and
discussion of the model.

VI. CONCLUSION

The development of access control systems for cloud
computing is of great importance, because these systems are
fundamental to enable the security of these environments.

Traditional access control models, currently implemented
in most cloud solutions are not enough to ensure the security
of these environments when it is necessary to have a greater
flexibility to enable efficient information sharing in critical
situations.

Risk-based access control models are an alternative and,
despite the fact that there are proposals in the literature for its
use in the cloud, they are very specific to a given situation,
disallowing its application in a more general context and there
is no reference architecture that allows its extension.

This paper presented a dynamic risk-based access control
architecture for cloud computing, with an application to cloud
federations. The architecture is built as an XACML extension,
adding flexibility for resource and information sharing in a
dynamic environment such as the cloud, while keeping the
distribution and scalability features. The architecture is based
on the use of risk policies, which describe the risk metrics
considered most important by users and providers.



A prototype of the architecture was implemented, using
the risk metrics and quantification of Sharma et al. [34]. The
implementation showed satisfactory performance, except when
considering the use of many remote quantification rules. In
comparison to the related work, this is the only one that
presents the idea of risk policies and also the only one
to consider aspects of risk-based access control in a cloud
federation.

As future work, there are many possibilities: integrating
the access control model in a mature cloud federation project;
implementing other risk quantification methods to evaluate
the need for new components; improving the performance
of external metrics using caches or concurrent requests; and
developing a reference set of risk metrics for the cloud.
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